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(57) ABSTRACT

Disclosed herein is a method and system for interleaving and
deinterleaving of data bits in wireless data communications.
Interleaving is performed as a single stage parallel operation
using a single standard memory block. The disclosed method
and system is capable of implementing different interleaving
techniques, individually, or as a combination thereof. The
disclosed system comprises a plurality of multiplexers, a
standard memory block, read and write buses, control block,
and a lookup table. The contents of the lookup table are
generated based on an interleaving function. The data bits
from the input bus and bits from the read bus of the memory
are inputted to the plurality of multiplexers. Based on the
lookup table’s contents the multiplexers are switched to par-
allelly permute the input data bits and read bits from the read
bus. The permuted data bits are in an interleaved sequence.

18 Claims, 18 Drawing Sheets
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1

METHOD AND APPARATUS FOR BIT
INTERLEAVING AND DEINTERLEAVING IN
WIRELESS COMMUNICATION SYSTEMS

BACKGROUND OF THE INVENTION

This invention, in general, relates to bit interleaving and bit
deinterleaving techniques in wireless communication sys-
tems and, in particular, refers to a method of interleaving and
deinterleaving using a single stage implementation in appli-
cation specific integrated circuits (ASIC).

Error correcting codes are employed to minimize digital
data errors in wireless communication systems. The error
correcting codes are usually effective in correcting errors
randomly distributed in the data. However, errors in digital
transmission usually come in bunches or “bursts”, wherein a
series of consecutive data bits are corrupted. Such channel
burst errors frequently occur in wireless communication sys-
tems. The causes of these burst errors may be signal fading
and channel impairment. Adopting an interleaving technique
in conjunction with error correcting codes minimizes the
effect of burst errors.

Bit-interleaving is a technique for rearranging the bit
sequence of the transmitted data in a transmitter, prior to
modulation. Upon receiving the data, a receiver restores the
original bit sequence by a deinterleaving technique. The pro-
cess of bit interleaving and deinterleaving effectively trans-
forms the channel burst errors to random bit errors that may
easily be corrected by error correcting codes.

Bit-interleaving is typically implemented in multiple
stages to improve the interleaver robustness and performance.
However, implementing a multistage bit interleaver is com-
plex, as the multistage interleaving needs to be cascaded,
wherein the output of one stage is provided as the input to the
next stage.

In traditional interleaving methods, input bits are written
into the memory sequentially one bit at a time and then read
in the interleaved order. In multistage cascaded interleavers,
the sequential mode of interleaving across various stages
takes a large number of clock cycles to complete the inter-
leaving operation.

Many interleaving methods use special memories that are
written column by column and read row by row. These special
memories include memory units organized into rows and
columns, and are very complex to build in hardware.

Conventional interleavers and deinterleavers are usually
specific to a particular type of interleaving and typically
implement interleaving using complex hardware with special
matrix memory blocks. The traditional methods implement
the cascaded stages of interleaving separately. These methods
employ different types of interleaving at each stage and
results in increased hardware complexity. The traditional
architectures may not be sufficiently scalable to meet high
data rate demands.

Hence, there is an unmet need for a single stage bit inter-
leaver that combines multiple stages of interleaving, is scal-
able to high data rates, has an efficient hardware implemen-
tation using standard memory blocks, and is capable of
interleaving data using different interleaving techniques. The
present invention relates to a bit-interleaver and deinterleaver
architecture that addresses the above mentioned needs.

SUMMARY OF THE INVENTION

Disclosed herein is a method and system for combined
stage bit interleaving and deinterleaving using a single stan-
dard memory block. The disclosed system used for interleav-
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2

ing and deinterleaving is generic to all types of interleaving
techniques. Hence, different interleaving techniques can be
individually implemented without making changes to the
interleaver’s architecture. In the disclosed method, a combi-
nation of different interleaving techniques is obtained in a
single stage parallel implementation. In the single stage par-
allel implementation, the number of clock cycles to complete
the interleaving operation is reduced; thereby obtaining a
high data throughput from the interleaver. A single stage
parallel implementation of interleaving also alleviates the
need of having cascaded bit-interleaving stages, thereby
reducing hardware complexity.

The method and system disclosed herein implements a
multistage bit interleaver in a combined single stage, thereby
reducing memory and hardware complexity. The interleaving
operations use multiple bits at a time and process the multiple
bits in parallel, thereby increasing the efficiency.

In contrast to special memories, a typical Random Access
Memory (RAM) organizes data as bits arranged in rows. Such
amemory can allow access to data in a row-wise manner only.
The RAM is a standard building block in any ASIC, and has
minimal hardware complexity. The interleaver architecture in
the system disclosed herein uses a standard RAM, resulting in
reduced hardware complexity.

The disclosed bit interleaving method employs a parallel
architecture. The number of bits to be processed in parallel is
chosen based on the performance requirements. To obtain a
higher data rate, an increased number of bits can be processed
in parallel.

The system disclosed herein is for a generic bit-interleaver
used in wireless communication systems. The disclosed sys-
tem for bit-interleaving is independent of the wireless com-
munication systems and is adapted to implement the bit inter-
leaving mechanisms in Ultra-Wideband (UWB), wireless
local area network (WL AN), worldwide interoperability for
microwave access (Wi-Max), etc., without requiring changes
to be made to the disclosed system.

The disclosed system for bit-interleaving and bit deinter-
leaving is scalable to support high data transfer rates by
changing the depth and width of the memory block, and the
data size of the read bus or write bus and input bus.

The disclosed system comprises a plurality of multiplex-
ers, a standard memory block, input and output buses, lookup
table, address decoder and control block. The contents of the
lookup table are generated based on the interleaving function.
Data bits are inputted to the plurality of multiplexers through
an input bus. Based on the lookup table’s contents, the mul-
tiplexers are switched to parallelly. permute the input data
bits. The permuted data bits are written into the interleaver
memory through the write bus of the standard memory block.
Each time an input is provided to the interleaver, the previ-
ously written permuted data bits are read from the standard
memory block through the read bus, and the output of the
multiplexers is written into the standard memory block
through the write bus. The read and write operations are
performed to every location of the standard memory, each
time the input is provided to the interleaver.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing summary, as well as the following detailed
description of the embodiments, is better understood when
read in conjunction with the appended drawings. For the
purpose of illustrating the invention, exemplary constructions
of the invention are shown in the drawings. However, the
invention is not limited to the specific methods and instru-
mentalities disclosed herein.
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FIG. 1A illustrates a method of a first architecture for
single stage parallel interleaving of data bits in wireless data
communication.

FIG. 1B illustrates a method of a second architecture for
single stage parallel interleaving of data bits in wireless data
communication.

FIG. 2 illustrates a block diagram of a transmitter and a
receiver for a typical Orthogonal Frequency-Division Multi-
plexing (OFDM) based wireless communication.

FIG. 3A illustrates a block diagram of a multistage com-
bined interleaver used in an Orthogonal Frequency-Division
Multiplexing (OFDM) based communication system using
cascaded multiple interleaving stages.

FIG. 3B illustrates a block diagram of an interleaver used in
another Orthogonal Frequency-Division Multiplexing
(OFDM) based Wireless Local Area Network (WLAN) com-
munication system.

FIG. 4A illustrates an exemplary first architecture of the
system for parallel interleaving of data bits by a combined
single stage implementation of different types of interleaving
techniques.

FIG. 4B shows the detailed diagram of'the first architecture
for bit-interleaving in a wireless-communication system.

FIG. 4C illustrates a timing diagram of the interleaving
operation for the first architecture of an interleaver.

FIG. 4D illustrates a sample output sequence provided by
a symbol interleaver for a case in particular with an inter-
leaver size of 300 bits.

FIG. 4E illustrates a sample output sequence provided by a
tone interleaver for a case in particular with an interleaver size
of 300 bits.

FIG. 4F illustrates a sample output sequence provided by a
cyclic interleaver for a case in particular with an interleaver
size of 300 bits.

FIG. 4G illustrates the output sequence generated from a
combination of symbol interleaving, tone interleaving and
cyclic interleaving implemented by the first and second archi-
tectures of interleavers.

FIG. 4H illustrates the indexes of the input bus connected
to the multiplexers of the first architecture of the interleaver.

FIG. 41 illustrates the contents of the lookup table used in
the first architecture for combined stage parallel interleaving.

FIG. 5A illustrates an exemplary second architecture of a
system for parallel interleaving of data bits by a combined
stage implementation for different types of interleaving tech-
niques.

FIG. 5B illustrates a timing diagram for an interleaving
operation for a second architecture.

FIG. 6A illustrates the input-output timing diagram for an
interleaving operation according to the first architecture,
using single-port RAM to store the interleaved bits.

FIG. 6B illustrates the input-output timing diagram for
interleaving operation according to the first architecture,
using dual-port RAM to store the interleaved bits.

FIG. 7A illustrates the performance of the first interleaver
architecture for combined stage parallel interleaving.

FIG. 7B illustrates the performance of the second inter-
leaver architecture for combined stage parallel interleaving.

DETAILED DESCRIPTION OF THE DRAWINGS

FIG. 1A illustrates a method of a first architecture for
single stage parallel interleaving of data bits in wireless data
communication. The wireless data communication may com-
prise a generic Orthogonal Frequency-Division Multiplexing
(OFDM) based communication system.
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The disclosed method for single stage parallel interleaving
of data bits is implemented by providing a plurality of mul-
tiplexers 402 for multiplexing the data bits 101. The plurality
of multiplexers 402 performs interleaving of the data bits. A
single standard memory block 401 of a predetermined
memory dimension is provided to store the data bits 102. An
input bus 408 of predetermined data size is provided 103. For
permuting the data bits, firstly, the contents of a lookup table
403 are generated based on the interleaving function 104. The
input bus 408 transfers the data bits commonly to each of the
plurality of multiplexers 402. The write bus 407 is used to
write the multiplexed data bits obtained from the plurality of
multiplexers 402 to the standard memory block 401. The data
bits transferred from the input bus 408 to the multiplexers 402
are permuted 105 based on an interleaving function to obtain
aninterleaved sequence. An input bit sequence that is a part of
the input data bits is commonly provided 1054 to each of the
plurality of multiplexers 402 through the input bus 408. The
data bits are read 1055 from the standard memory block 401
on the read bus 406 and provided to the plurality of multi-
plexers 402. The individual bits of the input bit sequence are
selected 105¢ by switching each of the multiplexers 402 in
parallel, based on the contents of the lookup table 403. The
permuted bit sequence is written 1054 row wise to the stan-
dard memory block 401 through the write bus 407. The step of
reading bits from the standard memory block 401 and writing
the multiplexed data bits based on the lookup table’s contents
is repeated for all the locations of the memory 105e. The steps
ot 105a through 105e are repeated until all the input bits are
interleaved 105g. The steps of 105a through 105¢ are
repeated by incrementing the address of the standard memory
block 105f. The interleaved bits can be read from the memory
row-wise 106 on the output bus 410. The detailed description
of FIG. 4A further describes the first interleaving architecture
of the invention in detail.

FIG. 1B illustrates a method of a second architecture for
single stage parallel interleaving of data bits in wireless data
communication. The method of the second architecture is
implemented by providing a standard memory block 401 with
a predetermined memory dimension 107, a plurality of mul-
tiplexers 402 for multiplexing the data bits 108, and an output
register 411 of predetermined data size 109. For the permu-
tation of the data bits, the contents of a lookup table 403 are
generated based on the interleaving function 110. The second
architecture uses the input data that appears in a burst, as an
input for the bit-interleaver. The burst data is written row wise
111 to the standard memory block 401 through the write bus
407. The written data bits are permuted 112 based on an
interleaving function while being read from the standard
memory block 401. The data bits from the standard memory
block 401 is commonly provided as an input bit sequence
112a to each of the multiplexers 402 through the read bus 406.
The data bits of the input bit sequence are selected by paral-
lelly switching 1125 each of the multiplexers 402 based on
the contents of the lookup table 403. The permuted bit
sequence is transferred 112¢ to the output register 411. The
register’s output is fed back to the input of the multiplexers
112d. The steps from 1124 through 1124 are repeated to all
the rows of the memory 112e¢ by incrementing the address
112f'of the memory. At the end of the interleaving operation,
the interleaved bits can be obtained 112g from the register
411. The detailed description of FIG. 5A further describes the
second interleaving architecture of the invention in detail.
The steps from 112a through 112g are repeated until all the
bits are interleaved 112/.

FIG. 2 illustrates a block diagram of a transmitter 201 and
a receiver 202 for a typical Orthogonal Frequency-Division
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Multiplexing (OFDM) based wireless communication. A
transmitter 201 circuit comprises a scrambler 2014, a convo-
Iutional encoder 2015, an interleaver 201¢, a mapper 201d, an
OFDM modulator 201e, and a radio frequency transmitter
201f. A scrambler 2014 is a device that scrambles all the bits
in the data field to randomize the bit patterns in order to avoid
long streams of 1’s and 0’s. The convolutional encoder 2015
adds redundant bits into the transmitted signal that helps in
removing the random bit errors during reception. The inter-
leaver 201¢ interleaves the coded bits prior to modulation to
minimize the effect of burst errors. The mapper 2014 maps
data on to the subcarrier according to a constellation. An
OFDM modulator 201e employs a digital multi-carrier
modulation scheme for modulating the data to be transmitted.

A receiver 202 circuit comprises a descrambler 202qa, a
viterbi decoder 2025, a deinterleaver 202¢, a demapper 202d,
an OFDM demodulator 202e, and a radio frequency receiver
202f. A descrambler 202a is used to retrieve the data bits that
are scrambled by the scrambler 201qa of the transmitter. Vit-
erbi decoder 2025 uses the redundant bits added by the con-
volutional encoder and corrects the errors in the received
signal. The deinterleaver 202¢ permutes the received bits in
an order opposite to that of the interleaver. The demapper
202d on the receiver side extracts the phase and magnitude of
each carrier. The OFDM demodulator 202¢ is employed to
demodulate the signals received from a transmitter 201.

The interleaver 201c¢ interleaves the data bits to be trans-
mitted using a particular interleaving technique. Using a cor-
responding deinterleaving technique, the deinterleaver 202¢
deinterleaves the received data bits. The types of bit interleav-
ing used in a wireless communication may comprise symbol
interleaving, tone interleaving, cyclic interleaving, and block
interleaving. The interleaving technique used in the inter-
leaver 201¢ may be one of the above mentioned types of
interleaving or any combination thereof.

Consider a multistage interleaver used in an OFDM based
communication system using cascaded multiple interleaving
stages as shown in FIG. 3A. The multistage interleaver using
cascaded multiple interleaving stages comprises a symbol
interleaver 301a, a tone interleaver 3015 and a cyclic inter-
leaver 301c.

Consider a symbol interleaver interleaving bits across ‘m_
consecutive OFDM symbols each having a length of S’ bits.
The interleaved output will be:

Ysr]=x [ ()],
Where f (n)=floor (/S)+ms*modulo (n,S),
n=0,1...N-1, and N=(S*m,), y, is the output bit stream and

X, is the input bit stream of the symbol interleaver respec-

tively.

Consider a tone interleaver that interleaves bits with spac-

ing of ‘m,” across tones within an OFDM symbol having a
length of S’ bits.
ydr]=x [fm)],
Where f,(n)=floor (0/T)+m,*modulo (n,T),
n=0,1...S-1,and T=(S/m,), y, is the output bit stream and x,
is the input bit stream of the tone interleaver respectively.
Consider a cyclic interleaver that cyclically interleaves bits

across tones within an OFDM symbol. The shift will be k* m,
for the k? symbol, ‘m_’ being the shifting parameter.

Ye[n]=xc[fc(m)]

Where f_(n)=modulo (n+k*m,_, S),

where n=0,1 . . . S-1, k is greater than or equal to 0, y_. is the
output bit stream and x. is the input bit stream of the cyclic
interleaver respectively.

Equation 1:

Equation 2:

Equation 3:
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Consider the combined interleaver comprising of symbol,
tone and cyclic interleaving. The interleaving of bits can be
represented as

Y=< [l m)]

Where {, f, f_represent symbol interleaving, tone interleav-
ing and cyclic interleaving functions respectively, n=0,
1, ..., N-1 for an interleaver of size N bits.
x[n] and y[n] are the input and output sequences respectively.
Consider a block diagram of an interleaver that is typically
used in an OFDM based Wireless LAN (WLAN) communi-
cation system shown in FIG. 3B. Block interleaving is per-
formed as a two-stage permutation cascaded one after
another. The first stage 302a and the second stage 3025 of the
two stage permutation is shown in FIG. 3B. Consider data of
block size of ‘S’ bits input to the block interleaver. The first
stage of interleaving is represented by the equation below for
S’ bits of an OFDM symbol:

nifn]=x,[fi@)],

where f, (n)=floor(n/B)+m,*modulo(n,B),

n=0,1, . .. S-1, B=S/m, and x,[n], y,[n] are the input and
output bit-streams of the first stage 302a of block inter-
leaver respectively.
The second stage of interleaving is represented by the

equation below:

Y] =% [f>00)],

where f,(n)=b*floor(n/b)+modulo((n+S-floor(16*n/S)),b)

n=0,1,...S8-1, and b=max(P/2,1), P being number of bits per
subcarrier X,[n] and y,[n] are the input and output bit-
streams of the second stage 3025 of block interleaver
respectively.

FIG. 4A illustrates an exemplary first architecture of the
system for parallel interleaving of data bits by a combined
single stage implementation of different types of interleaving
techniques. The interleaving architecture comprises a single
standard memory block 401, a plurality of multiplexers 402
connected to a common write bus 407, an address generator
405, and a lookup table (LUT) 403. The standard memory
block 401 has a depth ‘d” and width ‘w’ bits. The input bits to
be interleaved are inputted to the multiplexers 402 through an
input bus 408 of width ‘b’. Width ‘b’ of the input bus 408 may
be less than or equal to the width ‘w’ of the standard memory
block 401. The multiplexers 402 also receive an input from
the read bus 406 of the memory. The output of the multiplex-
ers 402 are written into the standard memory block 401
through the write bus 407. The multiplexers 402 get select
inputs from the lookup table 403. Depending on the select
input 409, the output of the multiplexer 402 is either a bit from
the input bus 408 or a bit from the read bus 406 provided to the
multiplexer 402. The address for accessing various locations
of the standard memory block 401 is provided by the address
generator 405. The address generator 405 comprises an
address generating counter (AG-COUNTER) 412 that counts
up to depth ‘d’ of the memory. The control input for the
address generator 405, lookup table 403, and the standard
memory block 401 is provided by the control block 404.

The size of the standard memory block 401 is equal to the
number of bits to be interleaved and is denoted by ‘N’. The
number of bits to be interleaved is equal to the product of the
depth “d’ and the width ‘w’ of the standard memory block 401.
The total number of bits to be interleaved ‘N’ is an integral
multiple ‘K’ of the input bus width ‘b’ i.e. ‘N’=b*K, where
‘K’ is an integer. The total number of multiplexers 402
required is ‘w’, where each multiplexer 402 is allotted with
‘d+1” number of inputs. Hence each of the plurality of mul-

Equation 4:

Equation 5:

Equation 6:
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tiplexers 402 has a select input of width ‘q’ bits thatis equal to
ceil [log,(d+1)]. The number of entries in the-lookup table
403 is given by ‘I, where L=K*d. The width of the lookup
table 403 is q*w bits.

The bit sequence is provided commonly to the plurality of
multiplexers 402 through the input bus 408. Based on the
contents of the lookup table 403, select inputs are used to
switch the multiplexers 402 thereby selecting individual bits
in a permuted sequence from the common input bit sequence.
The permuted bit sequence is generated by a predefined inter-
leaving function f(n) mapped in the lookup table 403. The
permuted bit sequence is written row wise into the standard
memory block 401, through the write bus 407. The read bus
406 is provided to read the written multiplexed bit sequence
from the standard memory block 401. The address generator
405 generates memory address specifying the read and write
locations for reading and writing the permuted bit sequence.
The AG-COUNTER 412 in the address generator 405 is
incremented as the row of memory locations is filled. The
control block 404 provides a chip select, a read enable, and a
write enable signals for the standard memory block 401.

FIG. 4B shows the detailed diagram of'the first architecture
for bit-interleaving in wireless communication system. Con-
sider an interleaver apparatus with ‘w’ number of multiplex-
ers 402. The multiplexers 402 are provided with inputs from
boththe input bus 408 and the read bus 406. The indexes of the
input bus 408 connected to the multiplexers 402 are, P, Py,
Pys . . ., Py, for multiplexer 0; P,,, P,,, P,5 ..., P, for
multiplexer 1; and so on. The first input to any of the multi-
plexers in the plurality of multiplexers 402 is always the
corresponding bit from the read bus 406 shown as r(0),
r(1), ..., r(w=1)in FIG. 4B. The input sequence of an N-bit
interleaver is x[0],x[1], . . . , x[N=1]. The output sequence of
an N-bit interleaver is y[0],y[1], . . ., y[N-1]. The input and
output bit sequences are interrelated by the interleaving func-
tion f(n). The interrelation is expressed as y[n]=x[f (n)],
wheren=0, 1,2, ...,N-1, y[n] is the output bit sequence and
x [n] is the input bit sequence. The indexes of the input bus
connected to the multiplexers 402 is given by

P=modulo (f{(-1)*w+i], b), Equation 7:
for j* input of the i multiplexer, where i=0,1,2, .. ., w—-1 and
i=1,2, ..., d. The lookup table 403 provides the select inputs
Se: 8158, . S,,.; to the multiplexers 402 numbered from 0
through w-1 respectively. The select input set m,,,, indicates
the select input for the multiplexers 402 while writing to the
v# location of the memory for the u” input data bits provided
to the interleaver. The select, input for the i” multiplexer S, is
generated based on the equation below,

if the condition (u*b) Efi+w*v)<(u+1)*b is true, Equation 8:
then S,=v+1 else S,=0,
where i=0,1,2, . . ., w=1, u=0,1,2, . . . , K-1 and v=0,1,
2, .., d-1.

FIG. 4C illustrates a timing diagram of the interleaving
operation for the first architecture of an interleaver. The input
data “dt0’is provided to the input bus 408. A read is performed
on the standard memory block 401 by asserting read enable
through the rd_en signal. The memory content is available in
the next clock on read bus 406 that is provided to the input of
the multiplexer 402. After the read operation, write enable is
asserted through the wr_en signal and the output of the mul-
tiplexers 402 is written through the write bus 407. The select
input for the multiplexers 402 is provided by the lookup table
403. The steps of reading and writing to the standard memory
block 401 are repeated until the permuted data is written into
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the last location of the standard memory block 401. For every
write operation performed on the standard memory block 401
the LUT address is incremented using a control block counter
(CB-COUNTER) 413 in the control block 404. After every
write performed on the standard memory block 401 the
address of the memory is incremented using an address gen-
erating counter (AG-COUNTER) 412 in the address genera-
tor 405. The select inputs for the multiplexers 402 are m,
My, My, ..., My, forinputdatadtO;m,,,m,,,m;,...,m,,,
for input dtl; and so on. The control signals for the standard
memory block 401 and the lookup table 403 are provided by
the control block 404. The address generator 405 generates
the address for the standard memory block 401.

Reading from the standard memory block 401, and writing
the output of the multiplexers 402 is accomplished for O
through d-1 locations for a standard memory of depth ‘d’,
every time input data is given to the interleaver. Hence ‘3.*d’
clock cycles are needed to interleave ‘b’ bits of input data,
where ‘b’ indicates input bus width as in FIG. 4B and 3*d*K
clock cycles are needed to interleave ‘N’ bits, where ‘N’ is the
total number of bits to be interleaved and N=b*K. After
3*d*K’ clock cycles the interleaved bit sequence is present in
the standard memory block 401. The interleaved bits are
obtained by performing a read operation from O through d-1
locations of the standard memory block 401 requiring ‘d’
clock cycles. The clock cycles required to finish the entire
interleaving operation for ‘N’ bits is represented by
D, =3*d*K+d. The throughput of the interleaver is repre-
sented as T,=N/D,,,

FIG. 4D illustrates a sample output sequence provided by
asymbol interleaver for a case in particular with interleaver of
size N=300, m =3, and S=100, where N, m, and S are as
described in Equation 1 in the description of FIG. 3A.

FIG. 4E illustrates a sample output sequence provided by a
tone interleaver for a case in particular with interleaver of size
N=300, S=100,T=10,and m =10, where N, S, T, and m, are as
described in Equation 2 in the description of FIG. 3A.

FIG. 4F illustrates a sample output sequence provided by a
cyclic interleaver for a case in particular with interleaver of
size N=300, S=100, m_=33, and k varying from 0 through 2
for OFDM symbol 1 through symbol 3 respectively, where N,
S, m_, and k are as described in Equation 3 in the description
of FIG. 3A.

FIG. 4G illustrates the output’sequence generated from a
combination of symbol interleaving, tone interleaving and
cyclic interleaving implemented by the first and second archi-
tectures of interleavers. The sequence is generated for a case
in particular with interleaver of size N=300, S=100, m =3,
m,=10, T=10, m =33, and k varying from 0O through 2 as
described in Equation 4 in the description of FIG. 3A.

The following example illustrates the combined stage
implementation of symbol interleaving, tone interleaving,
and cyclic interleaving typically used in OFDM based com-
munication system. The total number of bits to be interleaved
N=300 bits and width of the input bus 408 is b=50 bits. The
standard memory block 401 has a width w=50bits and a depth
d=6 locations.

FIG. 4H illustrates the indexes of the input bus 408 con-
nected to the multiplexers 402 of the first architecture of
interleaver. The indexes P,; of the input bus 408 are indicated
with reference to the example of output sequence of FIG. 4G.
P,; values are generated with N=300, w=50, d=6 and b=50 as
described in Equation 7 in the description of FIG. 4B. The
transpose of the matrix is denoted as [ ] in FIG. 4H.

FIG. 41 illustrates the contents of the lookup table 403 with
reference to the examples illustrated in FIG. 4G. The contents
of'the lookup table 403 are generated based on a combination
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of symbol interleaving, tone interleaving, and cyclic inter-
leaving functions. The selectinput m,,,, is generated in FIG. 41
with N=300, w=50, b=50, d=6 as described in Equation 8 in
the description of FIG. 4B.

FIG. 5A illustrates an exemplary second architecture of a
system for parallel interleaving of data bits by a combined
stage implementation for different types of interleaving tech-
niques. The second architecture of the parallel interleaving
system assumes that the input to the bit-interleaver is avail-
able in a burst at every clock cycle. The system for the second
interleaving architecture comprises a standard memory block
401, a plurality of multiplexers 402 connected to a read bus
406, an address generator 405, a lookup table 403, and an
output register 511. A control block 404 controls the lookup
table 403, the standard memory block 401, and an address
generator 405. The lookup table 403 is used for generating the
select inputs 409 for the plurality of multiplexers 402. A write
bus 407 writes the burst input data to the standard memory
block 401 row-wise. The read bus 406 is used to read the data
bits located in the standard memory block 401 into the mul-
tiplexers 402. The multiplexer output is registered using the
output register 511.

The width of the input bus 407 is equal to the width of the
standard memory block 401. The standard memory block 401
is of depth ‘d’ and width ‘w’ such-that d*w=N, where ‘N’ is
the number of bits to be interleaved. The data bits to be
interleaved are provided from the input bus 407 of width ‘w’
to the standard memory block 401. The output bus 410 is of
width ‘z’ such that N=z*K, where K is an integer. The number
of entries in the lookup table 403 will be equal to d*K. The
number of clock cycles required for interleaving is D,,=d+
(d*K). The throughput of the interleaver is represented as
T,=N/D,,.

FIG. 5B illustrates a timing diagram for an interleaving
operation for the second architecture of the interleaver. The
input data arriving in burst is written into the standard
memory block 401 in consecutive clock cycles by providing
a wr_en signal. The memory is then read from 0 through d-1
locations by providing a rd_en signal and corresponding
address on the address bus of the standard memory block 401.
Every time a read is performed on the standard memory block
401, the lookup table 403 provides the multiplexer select
input 409. The lookup table address is generated by the con-
trol block 404 using the CB-COUNTER 413. The multiplex-
ers 402 receive input from the read bus 406 of the standard
memory block 401 and the output of the register 511 is fed
back to the multiplexers 402, i.e., the first input of each
multiplexer 402 is connected to the corresponding bit from
the output of the register 511. Based on the select input 409,
the output of the multiplexer 402 is either a bit from the read
bus 406 or the bit provided to the multiplexer from the regis-
ter’s output. The type of switching process explained above
determines the specific bit to be multiplexed by every multi-
plexer 402 and thereby decides the permutation of the input
bit sequence. After a read is performed on the memory from
0 through d-1 locations, the interleaved bit sequence is
obtained by reading the output register 511 on the output bus
410. The interleaving operation is repeated until all the bits
are interleaved.

The system architecture of FIG. 4A is used if the input data
is available for at least 3*d clock cycles, whereas the alterna-
tive architecture of FIG. 5A is used when the input data is
available for every clock cycle, in a burst. The output data in
the system architecture of FIG. 4A, is available for every
clock cycle, in a burst, whereas the output data in the alter-
native architecture of FIG. 5A is available once in every ‘d’
clock cycles. The system architecture of FIG. 4A requires
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D,,=3*d*K+d clock cycles to interleave ‘N’ bits of data,
while the alternative architecture of FIG. SA requires D ,,=d+
(d*K) clock cycles.

FIG. 6A illustrates the input-output timing diagram for an
interleaving operation according to the first architecture,
using a single-port RAM to store the interleaved bits. If a
single-port RAM is used, the interleaved bits can be obtained
by reading the memory locations from 0 through d-1, once
the interleaved bits are in the standard memory block 401.
Hence D,,, clock cycles are required to get the interleaved bit
sequence.

FIG. 6B illustrates the input-output timing diagram for
interleaving operation according to the first architecture,
using a dual-port RAM (DPRAM) to store the interleaved
bits. Using a DPRAM of depth ‘2d’ and width ‘w’ in the first
interleaving architecture, the interleaving of bits and reading
from the standard memory block 401 are simultaneously
achieved. While the interleaved bits of first set of ‘N’ bits are
read on the second port of the standard memory block 401, the
interleaving operation is executed for the second set of ‘N’
bits on the first port of DPRAM. Hence an implementation
with dual port RAM takes a smaller number of clock cycles
compared to the single-port RAM implementation. The total
number of clock cycles required for interleaving using a dual
port RAM is D,,-d clock cycles. Similar performance
improvement is possible by using a dual port RAM for second
architecture shown in FIG. 5A. The number of clock cycles
required for interleaving in case of second architecture using
dual port RAM is D,,,-d clock cycles.

FIG.7A and FIG. 7B illustrates the performance of the first
and second interleaving architectures for single stage parallel
interleaving respectively. 25 The first interleaving architec-
ture, in the present invention for interleaving and deinterleav-
ing bits of data requires D, =3*d*K+d clock cycles to com-
plete the interleaving operation. Therefore, depending on the
requirement in the design, an appropriate value of input bus
width ‘b’ and memory width ‘w’is chosen so as to obtain high
speed data bit interleaving and less hardware complexity of
the’system. The bit length to be interleaved ‘N°=b*K, where
‘K’ is an integer. The different examples of number of bits to
be interleaved and the corresponding input bus width ‘b’,
depth ‘d’ and width ‘w’ of the standard memory block 401 and
the approximated throughput are illustrated in FIG. 7A. Con-
sider an example of bit length to be interleaved N=1200, an
input bus 408 of width b=200, depth d=6 and width w=200 of
the standard memory block 401. The required clock cycles are
D, =3*d*K+d. After calculation, K=6, and the clock cycles
required are D,,,=114. The throughput is given by T,=N/D,,,
Therefore, the performance of the interleaver is 10.52. The
throughput or the performance of the interleaver is approxi-
mated to 11. Similarly, the performance for the second archi-
tecture can be obtained with an appropriate value for depth
‘d’, width ‘w’ of the standard memory block 401 and width ‘z’
of the output register 511. For an interleaver of size ‘N’, the
width ‘7’ of the output register is such that N=z*K, where ‘K’
is an integer. The performance for the second architecture is
given by T,=N/D,,,, where D ,,=d+(d*K). F1G. 7B discusses

P2
different examples and the corresponding performances.

We claim:
1. A method of interleaving of data bits in wireless data
communication, said method comprising:

providing a plurality of multiplexers for multiplexing said
data bits;

providing a standard memory block with a predetermined
memory dimension;

providing an input bus of predetermined data size;
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generating contents of a lookup table based on an inter-

leaving function; and

permuting the data bits based on said interleaving function

for obtaining said interleaved data bits, said step of per-

muting comprising:

providing an input bit sequence from said data bits com-
monly to each of said plurality of multiplexers
through said input bus;

selecting individual bits of said input bit sequence in a
permuted sequence by parallel switching two or more
of the plurality of multiplexers based on said contents
of'said lookup table, wherein selecting individual bits
of said input bit sequence based on the interleaving
function mapped in the lookup table generates a per-
muted bit sequence; and

writing said permuted bit sequence to said standard
memory block through a write bus;

whereby permuting said data bits based on said interleav-

ing function generates an interleaved data bits sequence.

2. The method of claim 1, wherein the interleaving function
is one of a symbol interleaving function, a tone interleaving
function, a cyclic interleaving function, a block interleaving
function, and any combination thereof.

3. The method of claim 1, wherein relationship between the
input bit sequence and the interleaved data bits sequence is
y[n]=x [f(n)], further wherein f(n) is the interleaving func-
tion, y[n] is the interleaved data bits sequence, and x[n] is the
input bit sequence, and n=0to N-1, where N is the number of
data bits that are interleaved.

4. The method of claim 3, wherein said f(n) is one of a
symbol interleaving function, a tone interleaving function, a
cyclic interleaving function, a block interleaving function,
and any combination thereof, wherein combined interleaving
function f(n)=f, (f,(f;(n))), where f|, f,, and f; are different
types of interleaving functions.

5. The method of claim 1 is optimized based on interleav-
ing performance requirements and to support high data rates
in the interleaving of the data bits.

6. The method of claim 1, wherein the bits in the permuted
bit sequence are in the interleaved data bits sequence.

7. The method of claim 1, wherein said bit interleaving
transforms channel burst errors to random bit errors.

8. The method of claim 1, wherein said writing and reading
of'the interleaved data bits into the standard memory block is
performed row wise.

9. A method of interleaving of data bits in wireless data
communication, said method comprising:

providing a standard memory block with a predetermined

memory dimension;

providing a plurality of multiplexers for multiplexing said

data bits;

providing an output register of predetermined data size;

generating contents of a lookup table based on an inter-

leaving function;

writing the data bits row wise to said standard memory

block through a write bus; and

permuting said written data bits based on said interleaving

function for obtaining said interleaved data bits, wherein
said step of permuting comprises:
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providing the data bits of each row of the standard
memory block as an input bit sequence commonly to
each of said plurality of multiplexers through a read
bus;

selecting individual bits of said input bit sequence in a
permuted sequence by parallelly switching each of
the plurality of multiplexers based on the contents of
said lookup table, wherein selecting individual bits of
said input bit sequence based on the interleaving func-
tion mapped in the lookup table generates a permuted
data bits sequence; and

transferring said permuted data bits sequence to an out-
put register;

whereby permuting said written data bits based on said
interleaving function generates an interleaved data bits
sequence.

10. A system for interleaving of data bits in wireless data

communication, said system comprising:

aplurality of multiplexers for selecting individual bits of an
input bit sequence from said data bits;

a standard memory block with a predetermined memory
dimension, wherein contents of said standard memory
block are accessed by said plurality of multiplexers;

a write bus with a predetermined data size for writing the
data bits row wise to the standard memory block;

a read bus with a predetermined data size for reading the
data bits row wise from the standard memory block; and

a lookup table for generating select signals to the plurality
of multiplexers,

wherein a permuted data bits sequence is generated by said
multiplexers based on an interleaving function mapped
in the lookup table, and wherein the bits in the permuted
data bits sequence are in an interleaved data bits
sequence.

11. The system of claim 10, wherein said wireless data
communication comprises one of an Ultra-Wideband, a wire-
less personal area network, a wireless local area network, and
a wireless metropolitan area network.

12. The system of claim 10, wherein the standard memory
block is a random access memory, single port random access
memory or a dual port random access memory.

13. The system of claim 10 further comprising a control
block to generate control signals for said lookup table, the
standard memory block and an address generator.

14. The system of claim 13, wherein said control block
comprises a control block counter to generate a lookup table
address.

15. The system of claim 13, wherein said address generator
comprises an address generating counter to address all the
memory locations in the standard memory block for read and
write operations.

16. The system of claim 10, wherein said lookup table
contains switching sequence information used for switching
inputs to the plurality of multiplexers.

17. The system of claim 16, wherein said switching
sequence information is based on contents of the lookup table
generated using said interleaving function.

18. The system of claim 10, is used for de-interleaving of
data bits on a receiver side in said wireless data communica-
tion.



