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MULTIPLEXING SEVERAL INDIVIDUAL
APPLICATION SESSIONS OVER A
PRE-ALLOCATED RESERVATION

PROTOCOL SESSION

This application claims the benefit of U.S. Provisional
Application No. 60/221,571, filed Jul. 28, 2000, titled “Mul-
tiplexing Several Individual Application Sessions over a
Pre-Allocated Reservation Protocol Session”.

COPYRIGHT NOTICE

Contained herein is material that is subject to copyright
protection. The copyright owner has no objection to the
facsimile reproduction of the patent disclosure by any per-
son as it appears in the Patent and Trademark Office patent
files or records, but otherwise reserves all rights to the
copyright whatsoever.

BACKGROUND

1. Field

Embodiments of the present invention relate generally to
managing flows for a reservation protocol. More particu-
larly, embodiments of the invention relate to a technique for
pre-allocating an aggregated reservation protocol session
and thereafter sharing the reservation protocol session
among multiple individual application sessions by multi-
plexing the multiple individual application flows thereon.

2. Description of the Related Art

The transfer of voice traffic over packet networks, ¢.g.,
voice over Internet Protocol (VoIP), is rapidly gaining
acceptance. However, significant work remains in the area of
enhancing the quality of such services. One potential tech-
nique for improving the quality of voice calls involves the
use of a bandwidth reservation protocol to communicate
per-flow requirements by signaling the network. Typically,
however, bandwidth reservation protocols require per-flow
state information to be maintained at each intermediate node
between the initiator and the prospective recipient. As a
result, in a VoIP network relying on such bandwidth reser-
vation protocols, scalability becomes an issue since each
VoIP call reservation requires a non-trivial amount of ongo-
ing message exchange, computation, and memory resources
in each intervening node to establish and maintain the
reservation.

An example of a particular bandwidth reservation proto-
col that illustrates this scalability problem is the Resource
Reservation Protocol (RSVP). RSVP is an Internet Proto-
col—(IP) based protocol that allows applications running on
end-stations, such as desktop computers, to communicate
per-flow requirements by signaling the network. Using
RSVP, the initiator of a VoIP call transmits a Path message
downstream to the prospective recipient. The Path message
causes state information, such as information regarding the
reverse path to the initiator, to be stored in each node along
the way. Subsequently, the prospective recipient of the VoIP
call initiates resource reservation setup by communicating
its requirements to an adjacent router via an upstream Resv
message. For example, the prospective recipient may com-
municate a desired quality of service (QoS), e.g., peak/
average bandwidth and delay bounds, and a description of
the data flow to all intervening routers between the call
participants. Additionally, after the reservation has been
established, participating routers must continue to exchange
periodic status and control messages to maintain the reser-
vation. Consequently, processing and storage overhead asso-
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ciated with reservation establishment and maintenance
increases linearly as a function of the number of calls. For
further background and information regarding RSVP see
Braden, R., Zhang, L., Berson, S., Herzog, S. and Jamin, S.,
“Resource Reservation Protocol (RSVP) Version 1 Func-
tional Specification,” RFC 2205, Proposed Standard, Sep-
tember 1997.

A proposed solution to RSVP’s scalability problems can
be found in F. Baker et al., “Aggregation of RSVP for [Pv4
and IPv6 Reservations,” Internet Draft, March 2000. How-
ever, the proposed solution requires a modification to RSVP,
which would result in changes to router software. Addition-
ally, the proposal does not use RSVP end-to-end, but rather
uses Diff-Serv in the core. It may also require changes to
other routing protocols like OSPF and IS—IS. Finally, it
appears that there may also be additional burdens on net-
work administrators to make the aggregation scheme work.

In light of the foregoing, what is needed is a less invasive
technique for managing application flows that require real-
time response, such as flows associated with VoIP services,
and addressing scalability issues associated with bandwidth
reservation protocols. It would also be desirable to minimize
changes to the particular bandwidth reservation protocol
employed and existing router software.

SUMMARY

Apparatus and methods are described for multiplexing
application flows over a pre-allocated bandwidth reservation
protocol session. According to one embodiment, a pre-
allocated reservation protocol session is shared by one or
more individual application sessions. The reservation pro-
tocol session is pre-allocated over a path between a first
network device associated with a first user community and
a second network device associated with a second user
community based upon an estimated usage of the path for
individual application sessions between users of the first and
second user communities. Subsequently, the one or more
individual application sessions are dynamically aggregated
by multiplexing application flows associated with the one or
more individual application sessions onto the pre-allocated
reservation protocol session at the first network device and
demultiplexing at the second network device.

According to another embodiment, a network device
enables multiple applications to share an aggregated reser-
vation protocol session. The network device includes a
storage device having stored therein one or more routines for
establishing and managing the aggregated reservation pro-
tocol session. A processor coupled to the storage device
executes the one or more routines to pre-allocate the aggre-
gated reservation protocol session and thereafter share the
aggregated reservation protocol session among multiple
application sessions of individual application sessions. The
aggregated reservation protocol session is pre-allocated
based upon an estimate of the bandwidth requirements to
accommodate the multiple application sessions. The aggre-
gated reservation protocol session is shared by multiplexing,
onto the aggregated reservation protocol session, outbound
media packets originated by local application/endpoints
associated with the application sessions, and demultiplex-
ing, from the aggregated reservation protocol session,
inbound media packets originated by remote application/
endpoints.

Other features of the present invention will be apparent
from the accompanying drawings and from the detailed
description that follows.



US 7,013,338 B1

3

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

Embodiments of the present invention are illustrated by
sway of example, and not by way of limitation, in the figures
of the accompanying drawings and in which like reference
numerals refer to similar elements and in which:

FIG. 1 conceptually illustrates interactions between two
media aggregation managers according to one embodiment
of the present invention.

FIG. 2 is an example of a network device in which one
embodiment of the present invention may be implemented.

FIG. 3 is a high-level block diagram of a media aggre-
gation manager according to one embodiment of the present
invention.

FIG. 4 is a simplified, high-level flow diagram illustrating
media aggregation processing according to one embodiment
of the present invention.

FIG. § is a simplified, high-level flow diagram illustrating
application session establishment processing according to
one embodiment of the present invention.

FIG. 6 illustrates interactions among local and remote
media aggregation manager functional units according to
one embodiment of the present invention.

FIG. 7 is a flow diagram illustrating Registration, Admis-
sion, Status (RAS) signaling processing according to one
embodiment of the present invention.

FIG. 8 is a flow diagram illustrating call signaling pro-
cessing according to one embodiment of the present inven-
tion.

FIG. 9 is a flow diagram illustrating control signaling
processing according to one embodiment of the present
invention.

FIG. 10 is a flow diagram illustrating media/control
transmission multiplexing processing according to one
embodiment of the present invention.

FIG. 11 is a flow diagram illustrating media/control
reception demultiplexing processing according to one
embodiment of the present invention.

FIG. 12 conceptually illustrates application session estab-
lishment in an H.323 environment according to one embodi-
ment of the present invention.

FIG. 13A illustrates the encapsulated (“MUX”) packet
format according to one embodiment of the present inven-
tion in which address replacement is performed by the
LMAM.

FIG. 13B illustrates media transmission in both directions
according to the encapsulated packet format of FIG. 13A.

FIG. 14A illustrates the encapsulated (“MUX”) packet
format according to another embodiment of the present
invention in which address replacement is performed by the
RMAM.

FIG. 14B illustrates media transmission in both directions
according to the encapsulated packet format of FIG. 14A.

DETAILED DESCRIPTION

Apparatus and methods are described for multiplexing
application flows over a pre-allocated bandwidth reservation
protocol session. Broadly stated, embodiments of the present
invention seek to provide a scalable architecture that enables
efficient provisioning of reserved bandwidth for multiple
application flows by multiplexing individual application
flows over a pre-allocated reservation protocol session. The
pre-allocated reservation protocol session preferably takes
into consideration current network resources and estimated
usage of network resources, such as bandwidth, based upon
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historical data. For example, the amount of pre-allocated
resources may vary due to different loads being offered at
different times of day and/or day of week. Additionally, the
pre-allocated reservation protocol session may be dynami-
cally adjusted to account for actual usage that surpasses the
estimated usage or actual usage that falls below the esti-
mated usage.

According to one embodiment, a more intelligent
approach is employed in connection with initiation and
maintenance of a large number of reservations. Rather than
establishing and maintaining a reservation protocol session
for each application flow that requires real-time response,
which results in many independent reservation protocol
sessions and high overhead, a single reservation protocol
session may be pre-allocated and subsequently dynamically
shared among the application flows by aggregating the
associated media packets and transmitting them over a
multiplexed media stream. For example, VoIP services may
be provided between many different user communities using
pre-allocated RSVP sessions between pairs of distributed
media aggregation managers. The media aggregation-man-
agers multiplex outbound voice packets onto the pre-allo-
cated RSVP session and demultiplex inbound voice packet
received over the pre-allocated RSVP session, thereby shar-
ing a common RSVP session and reducing the computa-
tional resources required by the network to provide real-time
response for multiple application flows. Advantageously, in
this manner, it becomes feasible to use reservation protocols,
such as RSVP, for large numbers of applications that require
real-time performance, such as VoIP services.

In the following description, for the purposes of expla-
nation, numerous specific details are set forth in order to
provide a thorough understanding of various embodiments
of the present invention. It will be apparent, however, to one
skilled in the art that embodiments of the present invention
may be practiced without some of these specific details. In
other instances, well-known structures and devices are
shown in block diagram form.

Embodiments of the present invention include various
steps, which will be described below. The steps may be
performed by hardware components or may be embodied in
machine-executable instructions, which may be used to
cause a general-purpose or special-purpose processor pro-
grammed with the instructions to perform the steps. Alter-
natively, the steps may be performed by a combination of
hardware and software.

Embodiments of the present invention may be provided as
a computer program product which may include a machine-
readable medium having stored thereon instructions which
may be used to program a computer (or other electronic
devices) to perform a process. The machine-readable
medium may include, but is not limited to, floppy diskettes,
optical disks, CD-ROMs, and magneto-optical disks,
ROMs, RAMs, EPROMs, EEPROMSs, magnet or optical
cards, flash memory, or other type of media/machine-read-
able medium suitable for storing electronic instructions.
Moreover, embodiments of the present invention may also
be downloaded as a computer program product, wherein the
program may be transferred from a remote computer to a
requesting computer by way of data signals embodied in a
carrier wave or other propagation medium via a communi-
cation link (e.g., a modem or network connection).

While, for convenience, embodiments of the present
invention are described with reference to particular existing
signaling, control, and communications protocol standards,
such as International Telecommunication Union Telecom-
munication Standardization Section (ITU-T) Recommenda-
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tion H.225.0 entitled “Call Signalling Protocols and Media
Stream Packetization for Packet-based Multimedia Commu-
nication Systems,” published February 1998 (hereinafter
H.225.0); ITU-T Recommendation H.245 entitled “Control
Protocol for Multimedia Communication,” published May
1999 (hereinafter H.245); ITU-T Recommendation H.323
entitled “Packet-based Multimedia Communications Sys-
tems,” published September 1999 (hereinafter H.323); and a
particular bandwidth reservation protocol (i.e., RSVP), the
present invention is equally applicable to various other
signaling, control, communications and reservation proto-
cols. For example, Session Initiation Protocol (SIP) may be
employed to create, modify, and terminate application ses-
sions with one or more participants. SIP is described in M.
Handley et al., “SIP: Session Initiation Protocol,” RFC
2543, Network Working Group, March 1999, which is
hereby incorporated by reference.

In addition, for sake of brevity, embodiments of the
present invention are described with reference to a specific
application (i.e., VoIP) in which individual flows may be
multiplexed over a pre-allocated bandwidth reservation pro-
tocol session. Nevertheless, the present invention is equally
applicable to various other applications that require real-
time performance, such as applications based on human
interactions (e.g., collaborative software, online/Web col-
laboration, voice conferencing, and video conferencing),
and the like.

Terminology

Brief definitions of terms and phrases used throughout
this application are given below.

A“media aggregation manager” may generally be thought
of as a network device, such as an edge device at the
ingress/egress edges of a user community, or a group of one
or more software processes running on a network device that
provides application/protocol specific multiplexing/demul-
tiplexing of media traffic onto a pre-allocated reservation
protocol session.

A*“reservation protocol” generally refers to a protocol that
may be employed to communicate information regarding a
desired level of service for a particular application flow. An
example of an existing bandwidth reservation protocol is
RSVP.

A “user community” generally refers to a group of users
residing on a common network at a given location. For
example, employees on an enterprise network at a given
location or users of a particular Internet service provider
(ISP) at a given location may represent a user community.

A “reservation protocol session” generally refers to a set
of reserved network resources established and maintained
between two or more network devices that serve as proxies
for application endpoints residing behind the proxies. An
example, of a reservation protocol session is an RSVP
session between two media aggregation managers.

An “application session” generally refers to a session
established and maintained between two or more terminals.
According to embodiments of the present invention, mul-
tiple application sessions may be multiplexed onto a single
reservation protocol session thereby reducing the overhead
for establishing and maintaining multiple reservation pro-
tocol sessions.

A “terminal” generally refers to a LAN-based endpoint
for media transmission, such as voice transmission. Termi-
nals may be capable of executing one or more networked
applications programs. An example of a terminal would be
a computer system running an Internet telephony applica-
tion, such as CoolTalk or NetMeeting.
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An “application” or “endpoint” generally refers to a
software program that is designed to assist in the perfor-
mance of a specific task, such as Internet telephony, online
collaboration, or video conferencing.

An “application flow” generally refers to the data asso-
ciated with an application session. An example of an appli-
cation flow is a media stream, such as a continuous sequence
of packetized voice data transmitted over a network.

A“tag” generally refers to information that is appended to
application generated packets, such as Real-time Transport
Protocol (RTP) packets or Real-time Transport Control
Protocol (RTCP) packets, that allows the proxy endpoints of
the reservation protocol session to transmit encapsulated
packets to the appropriate remote application/endpoint
(RA). According to one embodiment of the present inven-
tion, a tag includes address information, such as the desti-
nation network address of the terminal upon which the
destination application/endpoint resides. When a media
aggregation manager is employed in connection with a
transport protocol and control protocol (such as RTP and
RTCP) that use different channels or ports for control and
data, control and data packets may be multiplexed onto the
reservation protocol session as well by including protocol
dependent control information. Then, the remote media
aggregation manager may strip the tag from the encapsu-
lated packet and determine the appropriate channel/port of
the remote application/endpoint on which to forward the
resulting packet based upon the additional protocol depen-
dent control information within the tag. Advantageously, in
this manner, two layers of multiplexing may be achieved, (1)
a first layer that allows identification of the appropriate
application at the remote media aggregation manager; and
(2) a second layer that specifies a subclass/subprocess within
an application.

Media Aggregation Overview

The architecture described herein seeks to resolve scal-
ability problems observed in current reservation protocols.
These scalability issues have slowed the adoption of reser-
vation protocols in network environments where multiple
applications must be provided with certainty regarding a
minimum reserved bandwidth.

FIG. 1 conceptually illustrates interactions between two
media aggregation managers 110 and 120 according to one
embodiment of the present invention. According to one
embodiment, the media aggregation managers 110 and 120
act as reservation protocol proxies on behalf of the terminals
111, 112, 121, and 122. For example, the media aggregation
managers 110 and 120 establish and maintain a reservation
session, such as an RSVP session, between each other by
exchanging reservation signaling messages 160. Subse-
quently, rather than establishing additional reservation pro-
tocol sessions, the media aggregation managers 110 and 120
respond to reservation requests from the terminals 111, 112,
121, and 122 by dynamically allocating the reserved
resources, such as bandwidth, associated with the reserva-
tion protocol session to corresponding application sessions.
In this manner, multiple application sessions may share the
reservation session by multiplexing media packets onto the
reservation session as described further below.

In this example, a multiplexed media/control stream 170
is established using admission control signaling messages
130. The multiplexed media/control stream 170 is carried
over the pre-allocated reservation session between media
aggregation manager 110 and media aggregation manager
120. The multiplexed media/control stream 170 represents
one way to handle certain transport and control protocol
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combinations, such as RTP and RTCP, that use different
channels or ports for control and data. In alternative embodi-
ments, the reservation protocol session 160 may not need to
distinguish between control and data.

While the media aggregation managers 110 and 120 may
be discussed as if they are autonomous network edge
devices, it should be kept in mind that according to various
embodiments of the present invention some or all of the
functionality of a media aggregation manager might be
integrated with existing network devices, such as bridges,
routers, switches, and the like. Additionally, while only a
single aggregated reservation protocol session between two
media aggregation managers 110 and 120 is described in
connection with the present example, it should be appreci-
ated that each media aggregation manager 110 and 120 may
support multiple, heterogeneous reservation protocol ses-
sions capable of providing heterogeneous application flows
among multiple user communities. Importantly, according to
embodiments of the present invention, regardless of the
number of terminals or application/endpoints, application
flows may be provided with reserved bandwidth between
any and all pairs of terminals of N user communities by
establishing and sharing no more than N2reservation pro-
tocol sessions.

Network Device Overview

An exemplary machine in the form of a network device
200, representing an exemplary media aggregation manager
110, in which features of the present invention may be
implemented will now be described with reference to FIG.
2. In this simplified example, the network device 200
comprises a bus or other communication means 201 for
communicating information, and a processing means such as
one or more processors 202 coupled with bus 201 for
processing information. Networking device 200 further
comprises a random access memory (RAM) or other
dynamic storage device 204 (referred to as main memory),
coupled to bus 201 for storing information and instructions
to be executed by processor(s) 202. Main memory 204 also
may be used for storing temporary variables or other inter-
mediate information during execution of instructions by
processor(s) 202. Network device 200 also comprises a read
only memory (ROM) and/or other static storage device 206
coupled to bus 201 for storing static information and instruc-
tions for processor 202. Optionally, a data storage device
(not shown), such as a magnetic disk or optical disc and its
corresponding drive, may also be coupled to bus 201 for
storing information and instructions.

One or more communication ports 225 may also be
coupled to bus 201 for allowing various local terminals,
remote terminals and/or other network devices to exchange
information with the network device 200 by way of a Local
Area Network (LAN), Wide Area Network (WAN), Metro-
politan Area Network (MAN), the Internet, or the public
switched telephone network (PSTN), for example. The
communication ports 225 may include various combinations
of well-known interfaces, such as one or more modems to
provide dial up capability, one or more 10/100 Ethernet
ports, one or more Gigabit Ethernet ports (fiber and/or
copper), or other well-known interfaces, such as Asynchro-
nous Transfer Mode (ATM) ports and other interfaces com-
monly used in existing LAN, WAN, MAN network envi-
ronments. In any event, in this manner, the network device
200 may be coupled to a number of other network devices,
clients and/or servers via a conventional network infrastruc-
ture, such as a company’s Intranet and/or the Internet, for
example.
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Media Aggregation Manager

FIG. 3 is a high-level block diagram of a media aggre-
gation manager according to one embodiment of the present
invention. By interconnecting a plurality of distributed
media aggregation managers, such as media aggregation
manger 300, an architecture is provided for multiplexing
several application flows (e.g., VoIP calls) over a pre-
allocated reservation protocol session, such as a pre-allo-
cated RSVP pipe. Advantageously, the multiplexing of
application flows reduces the computational resources
required by the network to provide reserved bandwidth, e.g.,
guaranteed bandwidth, for multiple application flows. The
source media aggregation manager receives media packets
from its local terminals and transmits multiplexed media to
the destination aggregation manager. The destination aggre-
gation manager receives the multiplexed media and routes
media packets to the appropriate terminal(s) of its local
terminals.

In this example, the media aggregation manger 300
includes an application/protocol specific media multiplexor
350, an application/protocol specific media demultiplexor
360, an admission control manager 315, a generic resource
manager 340, and a resource pool 345. In a software
implementation, instances of the media multiplexor 350,
media demultiplexor 360, and admission control manager
315 may be created for each particular application/protocol
needed to allow communications between terminals of the
geographically diverse user communities. Importantly, it
should be appreciated that the particular partitioning of
functionality described with reference to this example is
merely illustrative of one or many possible allocations of
functionality.

According to the embodiment depicted, the resource
manager 340 establishes and maintains one or more pre-
allocated reservation protocol sessions between the local
media aggregation manager and one or more remote media
aggregation managers. The resource manager 340 optionally
interfaces with a centralized entity (not shown) that provides
information relating to the characteristics and estimated
amount of resources for the pre-allocated reservation pro-
tocol sessions. Alternatively, a network administrator may
provide information to the resource manager 340 relating to
desired characteristics of the pre-allocated reservation pro-
tocol sessions. The resource manager 340 also tracks active
application sessions for each reservation protocol session
and the current availability of resources for each reservation
protocol session in the resource pool 345.

The admission control manager 315 interfaces with local
terminals (not shown) associated with a particular user
community, the media multiplexor 350, the resource man-
ager 340, and one or more other remote media aggregation
managers associated with other user communities. Impor-
tantly, in one embodiment, the media multiplexor 350 hides
the details of how reserved resources are internally allocated
and managed, thereby allowing the local terminals to use
existing reservation protocols, such as RSVP, without
change. The media multiplexor 350 receives media packets
from the local terminals and appropriately translates/encap-
sulates the packets in accordance with the aggregation
technique described further below. When application flows
are established and terminated, the admission control man-
ager 315 interfaces with the resource manager 340 to
allocate and deallocate resources, respectively.

The media demultiplexor 360 interfaces with the local
terminals to supply with media packets by demultiplexing
their respective application flows from the pre-allocated
reservation protocol session.
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The admission control manager 315 exchanges admission
control signaling messages with remote admission control
managers and configures the local application/endpoint
(LA) to send media to the media multiplexor 350 after an
application session has been established with a remote
media aggregation manager. For VoIP using the H.323
protocol, the admission control manager 315 may include
RAS, call control, and call signaling processing.

In operation, two resource managers cooperate to estab-
lish a pre-allocated reservation protocol session between a
local media aggregation manager (LMAM) and a remote
media aggregation manager (RMAM). The resource man-
agers make a reservation that is large enough to accommo-
date the anticipated load offered by applications that need to
communicate over the reservation protocol session. Subse-
quently, a local media multiplexor (LMM) associated with
the LMAM provides admission control for application flows
between one or more terminals of the LMAM and the
RMAM with the assistance of the local and remote admis-
sion control managers and the local and remote resource
managers. If sufficient resources, such as bandwidth, are
available over the pre-allocated reservation protocol session,
then the local media multiplexor multiplexes the application
flows over the pre-allocated reservation protocol session. On
the receiving end, the remote media demultiplexor (RMD)
demultiplexes the application flows and sends them to their
intended destinations. The typical admission control man-
ager 315 will be a player in the path of the application
protocol for setting up the connection between two or more
application endpoints; hence, it may be instrumented to
modify the path of the media packets to flow through the
LMM and remote media multiplexor (RMM).

In brief, after an application session has been associated
with the pre-allocated reservation protocol session, the
application/endpoints may use a transport protocol and/or a
control protocol, such as RTP and/or RTCP to exchange
media packets between them. The media packets may carry
various types of real-time data, such as voice, video, multi-
media, or other data for human interactions or collaboration.
Media packets from a data source are tagged by the local
media multiplexor 350 and sent over the reserved path to one
or more media demultiplexors 360 corresponding to the data
destination. As illustrated below, the media demultiplexor
360 strips the tag before the media packets are forwarded
and uses the tag information to determine the eventual
destination of the data packet.

From the perspective of the local terminals, they are
establishing and using reservation protocol sessions for each
application flow. However, in reality, the media aggregation
manger 300 shares the pre-allocated reservation protocol
session among multiple application flows.

As will be described further below, a specific example of
the use of this architecture is in connection with the use of
the H.323 protocol for VoIP calls. Typically, an H.323
Gatekeeper is used by endpoints to help in address resolu-
tion, admission control etc. So, for the H.323 protocol, the
gatekeeper is a convenient place for the media multiplexor
350 to reside.

Note that in this description, in order to facilitate expla-
nation, the media aggregation manager 300 is generally
discussed as if it is a single, independent network device or
part of single network device. However, it is contemplated
that the media aggregation manager 300 may actually com-
prise multiple physical and/or logical devices connected in
a distributed architecture; and the various functions per-
formed may actually be distributed among multiple network
devices. Additionally, in alternative embodiments, the func-
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tions performed by the media aggregation manager 300 may
be consolidated and/or distributed differently than as
described. For example, any function can be implemented
on any number of machines or on a single machine. Also,
any process may be divided across multiple machines.

Sharing a Pre-Allocated Reservation Protocol Session

FIG. 4 is a simplified, high-level flow diagram illustrating
media aggregation processing according to one embodiment
of the present invention. In one embodiment, the processing
blocks described below may be performed under the control
of a programmed processor, such as processor 202. How-
ever, in alternative embodiments, the processing blocks may
be fully or partially implemented by any programmable or
hard-coded logic, such as Field Programmable Gate Arrays
(FPGAs), TTL logic, or Application Specific Integrated
Circuits (ASICs), for example.

In this example, it is assumed that, prior to the start of the
media aggregation processing, a reservation protocol session
has been established. The pre-allocated reservation protocol
session preferably takes into consideration current network
resources and estimated usage of network resources, such as
bandwidth, based upon historical data. For example, the
amount of pre-allocated resources may vary due to different
loads being offered at different times of day and/or day of
week.

At any rate, at decision block 410, the media aggregation
manager 300 determines the type of event that has occurred.
If the event represents the receipt of an application session
establishment request from a local terminal, then processing
proceeds to decision block 420. If the event represents the
receipt of media packets from a local application/endpoint,
then processing continues with decision block 450. If the
event represents the receipt of a media packet from a remote
application/endpoint, then control passes to processing
block 460. If the event represents the receipt of an applica-
tion session termination request, then processing continues
with processing block 470.

At decision block 420, a determination is made whether
resources are available to meet the needs identified in the
application session establishment request. For example, the
resource manager 340 may determine if sufficient bandwidth
is available on an appropriate pre-allocated reservation
protocol session by comparing a minimum bandwidth speci-
fied in the application session establishment request to a
bandwidth availability indication provided by the resource
pool 345.

If adequate resources are available to provide the
requestor with the minimum resources requested, processing
continues with processing block 430 where application
session establishment processing is performed. Application
session establishment processing is described below with
reference to FIG. 5. Otherwise, if there are insufficient
resources to accommodate the application session establish-
ment request, processing branches to processing block 440.
At processing block 440, the media aggregation manager
300 may reject the application session establishment
request. Alternatively, the media aggregation manager 300
may continue the application session establishment process
and provide a best effort service for the request (without the
use of pre-allocated resources).

At processing block 450, media packets received from a
local application/endpoint are tagged and sent over the
network to the destination using the previously reserved
resources (e.g., the pre-allocated reservation protocol ses-
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sion). The tagging and multiplexing of media packets onto
the pre-allocated reservation protocol session will be dis-
cussed in detail below.

At processing block 460, media packets received from a
remote application/endpoint are forwarded to the appropri-
ate local application/endpoint. For example, the packets may
be sent to the appropriate local application/endpoint based
upon an examination of the tag information added by the
remote media aggregation manager.

At processing block 470, in response to an application
session termination request, resources allocated to this appli-
cation session are relinquished and made available for other
application sessions. For example, the resource manager 340
may update an indication of available resources in the
resource pool 345 for the pre-allocated reservation protocol
session associated with the terminated application session.

FIG. § is a simplified, high-level flow diagram illustrating
application session establishment processing according to
one embodiment of the present invention. In the present
example, application session establishment processing
begins with processing block 510. At processing block 510,
the requested resources are allocated to the application
session. According to one embodiment, the local resource
manager 340 creates a new application session entry, in the
resource pool 345, containing an indication of the resources
granted to the application session.

At decision block 520, a determination is made whether
the desired remote application/endpoint is available to par-
ticipate in the application session. If so, processing proceeds
to processing block 530; otherwise, processing branches to
processing block 560.

Assuming the desired remote application/endpoint is
available to participate in the application session, then at
processing block 530, the local application/endpoint and the
remote application/endpoint are configured to send media
packets associated with the application session to the local
and remote media multiplexors, respectively.

At processing blocks 540 and 550, the local and remote
media multiplexors and demultiplexors are configured in
accordance with the application session. For example, as
described further below, a lookup table may be maintained
by the media multiplexor 350 or media demultiplexor 360 to
translate the source network address of the local application/
endpoint to the destination network address of the remote
application/endpoint.

FIG. 6 illustrates interactions among local and remote
media aggregation manager functional units according to
one embodiment of the present invention. In general, the
media aggregation managers abstract the true application
session endpoints from each other and serve as proxies for
their respective local applications/endpoints. The media
aggregation managers accomplish this by intercepting mes-
sages originating from their respective local applications/
endpoints and modifying the messages to make themselves
appear as the actual application flow originators/recipients.

In this example, for simplicity, it is assumed that a single
local application/endpoint (LA) is establishing an applica-
tion session with a single remote application/endpoint (RA)
over a pre-allocated reservation protocol session 690
between a local media aggregation manager (LMAM) geo-
graphically proximate to the LA and a remote media aggre-
gation manager (RMAM) geographically proximate to the
RA.

The LA transmits a request to connect to the RA to the
LMAM (670). The LACM inquires of the local resource
manager (LRM) whether sufficient resources are currently
available to accommodate the LA’s request (672). The LRM
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indicates the availability or inavailability of available
resources to the LACM (674).

Assuming, sufficient resources are available to provide
the reserved resources the LLA needs for the requested
connection to the RA, then the LACM asks the RACM if the
RA is available (676). In response to the LACM’s request,
the RACM queries the RA to determine its present avail-
ability (678). The RA indicates whether or not it is currently
available to participate in an application session (680).

Assuming, the RA indicates that it is available, then the
RACM communicates the RA’s availability to the LACM
(682). In response to the availability of the RA, the LACM
directs the RACM to proceed with establishment of a
connection between the LA and RA.

Having determined that a connection is feasible, the
LACM and RACM proceed to configure their media mul-
tiplexors and media demultiplexors for the LA-RA connec-
tion. The LACM configures the local media multiplexor
(LMM) to tag media originated from the LA for routing to
the RA and to send the resulting encapsulated media packets
to the remote media demultiplexor (RMD) (686). The
LACM further configures the local media demultiplexor
(LMD) to forward media packets that are received from the
RMM and tagged as being associated with the LA-RA
connection to the LA (690).

Similarly, the RACM configures the remote media demul-
tiplexor (RMD) to forward media packets that are received
from the LMM and tagged as being associated with the
LA-RA connection to the RA (688). The RACM also
configures the remote media multiplexor (RMM) to tag
media originated from the RA for routing to the LA and to
send the resulting encapsulated media packets to the local
media demultiplexor (LMD) (692).

Once the media multiplexors and media demultiplexors
have been appropriately configured for the LA-RA connec-
tion, the LACM and the RACM inform their application/
endpoints to commence transmission of media to the LMM
and the RMM, respectively. Thus, the media aggregation
managers appear to their respective application/endpoints as
the actual application flow originators/recipients and subse-
quently serve as proxies for their respective application/
endpoints.

During media transmission between the LA and the RA
698 and 699, media packets originated by the LA are sent to
the LMM, which encapsulates the media packets by append-
ing a tag appropriate for the LA-RA connection and for-
wards the encapsulated packets over the pre-allocated res-
ervation protocol session 690 to the RMD. The RMD
determines the RA is the intended destination based upon the
tag, removes the tag, and forwards the media packet to the
RA. Media packets originated by the RA are sent to the
RMM, which encapsulates the media packets by appending
a tag appropriate for the LA-RA connection and forwards
the encapsulated packets over the pre-allocated reservation
protocol session 690 to the LMD. The LMD determines the
LA is the intended destination based upon the tag, removes
the tag, and forwards the media packet to the LA.

An Exemplary H.323 VoIP Implementation

H.323 is basically an umbrella that covers several existing
protocols, including but not limited to H.225.0, and H.245.
The later two protocols are used to establish call connection,
and capability information between two endpoints. Once
this information is exchanged, the endpoints may use RTP
and RTCP to exchange voice (and multi-media) information
between them.
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H.323 suggests that RTP/RTCP should be established
between two endpoints (caller/receiver) for each call. Con-
sequently, in order to provide Quality Of Service (QoS) for
each call using a protocol like RSVP would mean that every
endpoint pair (caller/receiver) for every H.323 call would
need to establish RSVP between one another. This would
create a huge amount of overhead on the endpoint and
adversely affect network resources as RSVP “soft states”
must be maintained for the life of the call. This quickly
becomes a tremendous scalability issue, since as number of
simultaneous calls increase, so do the RSVP “soft state”
maintenance messages between endpoints, and every router
involved in the transmitting RTP/RTCP data stream.

The media aggregation manager 300 described herein
seeks to provide a clean, and scalable solution for this
problem, while providing the same QoS as if two individual
endpoints had used a reservation protocol session, such as
RSVP, between them. Briefly, according to the described
H.323 VoIP embodiment, the H.323 endpoints (callers/
receivers) need not have knowledge of how to establish and
maintain RSVP sessions. Instead, the media aggregation
managers establish one or more RSVP “pipes” between
them that can accommodate several (expected) voice calls.
These RSVP pipes are created as the media aggregation
managers are started and the RSVP pipes are maintained
between them. This immediately reduces the amount of
RSVP state processing in the network. The RSVP pipes
between media aggregation managers may be created based
upon an educated estimate of the number of calls that are
expected between user communities being managed by these
media aggregation managers. Since RSVP by nature is
established, between a specific IP address/port pair and since
the pipes are pre-created between media aggregation man-
agers, all voice traffic (RTP/RTCP) originates and terminates
between media aggregation managers at the media multi-
plexor 350 and the media demultiplexor 360, respectively.

In this manner, according to one embodiment, the “local”
media aggregation manager appears to an H.323 voice
application caller as its intended receiver. The H.323 end-
points make calls to the media multiplexors of the local
media aggregation managers without realizing the local
media aggregation managers are not really the final desti-
nation. The local media aggregation manager calls the
remote media aggregation manager and passes the RTP/
RTCP voice data to it. The remote media aggregation
manager receives the voice data and sends it the “real”
receiver while hiding all mutiplexing details from both the
caller and the receiver. However, as the voice data is actually
exchanged between media aggregation managers over the
network it gets RSVP treatment, reserved bandwidth, and
QoS. Advantageously, this solution serves as a surrogate to
route calls over the pre-created RSVP pipes eliminating QoS
processing by endpoints, without any deviations from each
involved standard protocol.

Referring now to FIG. 7, a flow diagram illustrating
exemplary Registration, Admission, Status (RAS) signaling
processing will now be described. At decision block 710, the
appropriate processing path is determined based upon the
triggering event. If the event is a request for a terminal’s
signaling address then processing proceeds to decision block
720. If the event represents a signaling address response,
then control flow branches to processing block 750. How-
ever, if the event is a new call request, then processing
continues with decision block 760.

At decision block 720, in response to a request for a
terminal signaling address, a determination is made whether
or not the terminal is locally serviced. If it is determined that
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the terminal is not serviced by the media aggregation
manager 300, then processing continues with processing
block 730; otherwise processing proceeds to processing
block 740.

At processing block 730, the media aggregation manager
300 requests the call signaling address from an appropriate
remote media aggregation manager. For example, the local
media aggregation manager may transmit a multicast mes-
sage or a directed broadcast to locate the appropriate remote
media aggregation manager that services the desired termi-
nal.

At processing block 740, the media aggregation manager
300 returns its own signaling address rather than the signal-
ing address of the locally serviced terminal. In this manner,
subsequent call signaling and control signaling is routed
through the local media aggregation manager rather than
letting the locally service terminal handle this signaling
directly.

At processing block 750, in response to a signaling
address response, the media aggregation manager 300, as
above, returns its signaling address in place of the signaling
address of the locally serviced terminal to abstract call and
control signaling from the locally serviced terminal.

At decision block 760, in response to a new call request
on the RAS channel of the media aggregation manager 300,
a determination is made whether there is capacity for the
new call. For example, the local resource manager verifies
whether the reservation protocol session over which the new
call will be multiplexed can accommodate the additional
bandwidth requirements of the new call. At any rate, if the
local resource manager determines that the reservation pro-
tocol session has adequate resources for the new call, then
processing continues to processing block 770. Otherwise,
control flows to processing block 780.

At processing block 770, the media aggregation manager
300 returns an indication that the new call can be accepted.
At processing block 780, the media aggregation manager
300 returns direction to reject the new call.

FIG. 8 is a flow diagram illustrating call signaling pro-
cessing according to one embodiment of the present inven-
tion. At decision block 810, the appropriate processing path
is determined based upon the event that has triggered the call
signaling processing tread. If the event is a local call connect
request, the processing proceeds to processing block 820. If
the event represents a remote call connect request, then
control flow branches to processing block 830. If the event
is a local alerting/call or proceeding/connect message, then
processing continues with processing block 840. However,
if the event is a remote alerting/call or proceeding/connect
message, the processing proceeds with processing block
850.

At processing block 820, in response to a local call
connect request, the media aggregation manager 300 accepts
the call from the local terminal and calls the remote media
aggregation manager that services the destination terminal.
In this manner, the local media aggregation manager poses
as the intended receiver to its local terminals that are callers.

At processing block 830, in response to a remote call
connect request, the media aggregation manager 300 arts the
call from the remote media aggregation manager and calls
the intended recipient, e.g., one of the terminals serviced by
the local media aggregation manager. In this manner, the
local media aggregation manager poses as a caller to its local
terminals that are receivers.

At processing block 840, in response to a local alerting/
call or proceeding/connect message, the local media aggre-
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gation manager relays the message to the appropriate remote
media aggregation manager(s).

At processing block 850, in response to a remote alerting/
call or proceeding/connect message, the local media aggre-
gation manager relays the message to the appropriate local
terminal(s). After processing block 850, call signaling is
complete and control protocol signaling (e.g., H.245) can
begin.

FIG. 9 is a flow diagram illustrating control signaling
processing according to one embodiment of the present
invention. At decision block 910, the appropriate processing
path is determined based upon the event that has triggered
the control signaling processing tread. If the event is receipt
of a master/slave and capability exchange from a local
application/endpoint, the processing proceeds to processing
block 920. If the event represents receipt of a master/slave
and capability exchange from a remote media aggregation
manager, then control flow branches to processing block
930. If the event is receipt of logical channel information
from a local application/endpoint, then processing continues
with processing block 940. However, if the event is recep-
tion of logical channel information from a remote media
aggregation manager, the processing proceeds with process-
ing block 950.

At processing block 920, the master/slave and capability
exchange is transmitted to the remote media aggregation
manager.

At processing block 930, the master/slave and capability
exchange is transmitted to the local application/endpoint.

At processing block 940, the logical channel information
from the local application/endpoint is stored in anticipation
of making a connection with the media and/or control
channels of the local application/endpoint. At processing
block 950, the LMAM forwards its own logical channel
information to the RMAM. Additionally, the network
address of the LA is sent to the RMAM.

At processing block 960, the network address of the RA
is stored in a lookup table for address translation and the
logical channel information of the LMAM is forwarded to
the LA.

FIG. 10 is a flow diagram illustrating media/control
transmission multiplexing processing according to one
embodiment of the present invention. At processing block
1010, the local media multiplexor reports the resources
being consumed by the local application/endpoint to the
local resource manager.

At processing block 1020, the media aggregation manager
300 connects to the media and/or control channels of the
local application/endpoint.

At processing block 1030, media and control data packets
are generated by the local application/endpoint and received
by the local media multiplexor. The media multiplexor 350
takes packets coming from either the control or media
channels of the local application/endpoint and sends them to
the appropriate remote media aggregation manager(s).
According to this example, the media multiplexor 350 marks
the outbound packets with appropriate address information
(referred to as a “tag”) for demultiplexing at the remote
media aggregation manager. The tag is typically appended to
transport protocol packets, such as TCP or RTP packets, to
allow the media multiplexor 350 to direct packets to the
appropriate remote application/endpoint. According to one
embodiment, the tag includes address information, such as
the destination network address associated with the remote
application/endpoint. The destination network address may
be determined with reference to a lookup table that allows
translation between the source network address associated
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with the local application/endpoint and the destination net-
work address associated with the remote application/end-
point. Alternatively, a lookup table may be maintained on
the media demultiplexor 360 and the tag would include the
source network address associated with the local applica-
tion/endpoint. Then, the source network address would be
used by the remote media demultiplexor to determine how
to route the inbound packet to the appropriate remote
application/endpoint.

When different channels or ports are used for transport
and control protocols (such as RTP and RTCP), then the tag
may also include additional protocol dependent control
information to allow multiplexing of data and control pack-
ets onto the reservation protocol session. Therefore, at
optional processing block 1050, each outbound packet may
additionally be marked as control or data to allow the remote
media aggregation manager to determine the appropriate
channel/port of the remote application/endpoint on which to
forward the packet.

Finally, at processing block 1060, the marked packet is
transmitted to the appropriate remote media aggregation
manager(s).

FIG. 11 is a flow diagram illustrating media/control
reception demultiplexing processing according to one
embodiment of the present invention. At processing block
1110, a packet is received from a remote media aggregation
manager. The demultiplexing information (e.g., the tag)
added by the remote media multiplexor is stripped from the
packet and examined at processing block 1120. Optionally,
at processing block 1130, if control and data packets are
being multiplexed onto the reservation protocol session, a
determination is made whether the packet is a media packet
or a control packet based upon the tag. At processing block
1140, the appropriate the local application(s)/endpoint(s) to
which the packet is destined is/are determined. As described
above, the media multiplexor 350 may perform address
translation from a source network address to a destination
network address. In this case, the media demultiplexor 360
determines the appropriate local application(s)/endpoint(s)
that are to receive the packet by examining the address
portion of the tag. Alternatively, if the media multiplexor
350 leaves the source network address in the address portion
of the tag, then the media demultiplexor 360 determines the
appropriate local application(s)/endpoint(s) by first translat-
ing the address portion using a local lookup table, for
example.

In any event, finally, at processing block 1150, the media
demultiplexor 360 transmits the packet to those of the local
application(s)/endpoint(s) identified in processing block
1140. If, according to the particular transport and/or control
protocols employed, the application(s)/endpoint(s) receive
media packets and control packets on different channels/
ports, then the packet is forwarded onto the appropriate
channel/port of the local application(s)/endpoints(s) based
on the packet classification performed at processing block
1130.

FIG. 12 conceptually illustrates application session estab-
lishment in an H.323 environment according to one embodi-
ment of the present invention. In general, the media aggre-
gation managers abstract the true application session
endpoints from each other and serve as proxies for their
respective local applications/endpoints. As explained above,
the media aggregation managers accomplish this by inter-
cepting signaling messages originating from their respective
local applications/endpoints and modifying the signaling
messages to make themselves appear as the actual callers/
recipients.
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In this illustration, for simplicity, it is assumed that a
single local application/endpoint (LA) is establishing an
application session with a single remote application/end-
point (RA) over a pre-allocated reservation protocol session
1290 between a local media aggregation manager (LMAM)
geographically proximate to the LA and a remote media
aggregation manager (RMAM) geographically proximate to
the RA.

According to this example, application session establish-
ment involves RAS signaling 1210 and 1230, H.225 signal-
ing 1240, and H.245 signaling 1250. RAS signaling 1210
begins with a request for the RA signaling address 1211 by
the LA to the LMAM. The LMAM transmits the request
1211 via the reservation protocol session 1290 to the
RMAM. In response to the request 1211, the RMAM
decides it wants to route H.225/H.245 signaling through it
instead of letting the RA do it directly. Therefore, the
RMAM replies with a packet 1212 containing RMAM’s
signaling address. Similarly, the LMAM decides it wants to
route H.225/H.245 signaling through it instead of letting the
LA do it directly. Therefore, the LMAM substitutes its
signaling address for that of the RMAM and forwards packet
1213 to the LA.

RAS signaling continues with the RA asking the RMAM
(on its RAS channel) if it is okay to accept a new call by
sending the RMAM a new call request 1231. The RMAM
authorizes the new call by responding with a packet 1231
giving the RA permission to accept the new call.

H.225 signaling comprises the RA sending H.225 alert-
ing/call proceeding/connect messages 1241 to the RMAM.
The RMAM sends the same to the LMAM; and the LMAM
sends the same to the LA. At this point, the LA determines
that H.225 call signaling is complete and starts H.245
signaling.

H.245 signaling begins with the LA sending master/slave
and capability exchange messages 1251 to the LMAM,
which are relayed to the RMAM and from the RMAM to the
RA. Then, the RA sends master/slave and capability
exchange messages 1252 to the RMAM. The RMAM trans-
mits these messages to the LMAM; and the LMAM for-
wards them to the LA.

Subsequently, the LA initiates an exchange of logical
channel information by sending logical channel information
packets 1253 to the LMAM. The logical channel informa-
tion identifies the network address (e.g., IP address) and port
numbers where RTP/RTCP connections will be accepted.
The LMAM stores the LA’s logical channel information and
passes its own connection information 1254 to the RMAM.
Additionally, the LMAM provides the network address of
the LA to the RMAM for later use in address translation
lookups. As mentioned above, the network address of the LA
may be used by the RMM or the RMD depending upon
where the address translation lookup is performed. The
RMAM remembers the information provided by the LMAM
and generates its own RTP/RTCP information 1255 and
passes it to the RA.

After receiving logical channel information thought to be
associated with the LA, the RA sends its logical channel
information 1256 to the RMAM (thinking it is being
directed to the LA). The RMAM stores the RA’s logical
channel information and passes its own connection infor-
mation 1257 to the LMAM. Additionally, the RMAM pro-
vides the network address of the RA to the LMAM. The
LMAM remembers the logical channel information pro-
vided by the RMAM and generates its own RTP/RTCP
information 1258 and passes it to the LA.
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The LA sends an ACK message 1259 to the LMAM to
acknowledge receipt of what it thinks to be the RA’s logical
channel information. The acknowledgement is relayed to the
RA by the LMAM and the RMAM. The RA also sends an
ACK message 1260 to the RMAM to acknowledge receipt
of what it thinks to be the LLA’s logical channel information.
The acknowledgement is related to the LA by the RMAM
and, the LMAM. Finally, the LMAM and the RMAM each
use the logical channel information intercepted from the LA
and the RA, respectively, to connect to the media and/or
control channels of the LA and RA.

Exemplary Encapsulated Packet Formats

FIG. 13A illustrates the encapsulated (“MUX”) packet
format 1300 according to one embodiment of the present
invention in which address replacement is performed by the
LMAM. The payload of the encapsulated packet 1300
includes a destination network address field 1310, a variable
length transport or control protocol packet portion 1315, and
a packet type indication 1320. The destination network
address 1310 is typically the IP address of the true recipient
(e.g., the application/endpoint to which the packet is des-
tined). In environments where multiplexing of control and
data is employed, the variable length portion 1315 may
include either a transport protocol packet (e.g., a RTP
packet) or a control protocol packet (e.g., a RTCP packet) as
indicated by the packet type indication 1320. In alternative
embodiments, where multiplexing of control and data is not
employed, then the variable length portion 1315 would still
include either control or data, but the packet type indication
1320 would no longer be necessary.

FIG. 13B illustrates media transmission in both directions
according to the encapsulated packet format of FIG. 13A.
When the LA originates a media packet, it generates a packet
1340 including media 1342. The LMAM encapsulates the
media 1342 in the encapsulated packet format 1300 by
generating an encapsulated packet 1350 that includes the
RA’s network address 1351, the media 1342, and a packet
type indicator 1353. For example, upon receipt of packet
1340, the LMAM may append the network address of the
RA and a packet type indicator 1353 based upon the channel/
port upon which the packet 1340 was received. When the
encapsulated packet 1350 is received by the RMAM, it strips
the information added by the LMAM and forwards a packet
1360 comprising the media 1342 to the RA.

When the RA originates a media packet, it generates a
packet 1390 including media 1392. The RMAM encapsu-
lates the media 1392 in the encapsulated packet format 1300
by generating an encapsulated packet 1380 that includes the
LA’s network address 1341, the media 1392, and a packet
type indicator 1383. For example, upon receipt of packet
1390, the RMAM may append the network address of the
LA and a packet type indicator 1383 based upon the channel/
port upon which the packet 1390 was received. When the
encapsulated packet 1380 is received by the LMAM, it strips
the information added by the RMAM and forwards a packet
1370 comprising the media 1392 to the LA.

FIG. 14A illustrates the encapsulated (“MUX”) packet
format according to another embodiment of the present
invention in which address replacement is performed by the
RMAM. The payload of the encapsulated packet 1400
includes a source network address field 1410, a variable
length transport or control protocol packet portion 1415, and
a packet type indication 1420. The source network address
1410 is typically the IP address of the true caller (e.g., the
application/endpoint from which the packet is originated). In
environments where multiplexing of control and data is
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employed, the variable length portion 1415 may include
either a transport protocol packet (e.g., a RTP packet) or a
control protocol packet (e.g., a RTCP packet) as indicated by
the packet type indication 1420. In alternative embodiments,
where multiplexing of control and data is not employed, then
the variable length portion 1415 would still include either
control or data, but the packet type indication 1420 would no
longer be necessary.

FIG. 14B illustrates media transmission in both directions
according to the encapsulated packet format of FIG. 14A.
When the LA originates a media packet, it generates a packet
1440 including media 1442. The LMAM encapsulates the
media 1442 in the encapsulated packet format 1400 by
generating an encapsulated packet 1450 that includes the
LA’s network address 1441, the media 1442, and a packet
type indicator 1453. For example, upon receipt of packet
1440, the LMAM may append the network address of the
LA and a packet type indicator 1453 based upon the channel/
port upon which the packet 1440 was received. When the
encapsulated packet 1450 is received by the RMAM, it strips
the information added by the LMAM and forwards a packet
1460 comprising the media 1442 to the RA by looking up the
network address of the RA based upon the LA’s network
address 1441.

When the RA originates a media packet, it generates a
packet 1490 including media 1492. The RMAM encapsu-
lates the media 1492 in the encapsulated packet format 1400
by generating an encapsulated packet 1480 that includes the
RA’s network address 1451, the media 1492, and a packet
type indicator 1483. For example, upon receipt of packet
1480, the RMAM may append the network address of the
RA and a packet type indicator 1483 based upon the channel/
port upon which the packet 1480 was received. When the
encapsulated packet 1480 is received by the LMAM, it strips
the information added by the RMAM and forwards a packet
1470 comprising the media 1492 to the RA by looking up the
network address of the LA based upon the RA’s network
address 1451.

In the foregoing specification, the invention has been
described with reference to specific embodiments thereof. It
will, however, be evident that various modifications and
changes may be made thereto without departing from the
broader spirit and scope of the invention. The specification
and drawings are, accordingly, to be regarded in an illus-
trative rather than a restrictive sense.

What is claimed is:

1. A method comprising:

providing a first media aggregation manager at an edge of
a first local area network on which a first set of
terminals of a first user community of an enterprise
reside, the first set of terminals running a first set of
local applications on behalf of which the first media
aggregation manager is configured to act as a signaling
and control proxy;

providing a second media aggregation manager at an edge
of a second local area network on which a second set
of terminals of a second user community of the enter-
prise reside, the second set of terminals running a
second set of local applications on behalf of which the
second media aggregation manager is configured to act
as a signaling and control proxy;

pre-allocating a reservation protocol session over a path
through an enterprise network between the first media
aggregation manager and the second media aggregation
manager based upon an estimated usage of the path for
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real-time communication sessions between the first set
of local applications and the second set of local appli-
cations; and

multiplexing a plurality of applications flows associated

with real-time communication sessions involving one
or more source applications of the first set of local
applications and one or more destination applications
of the second set of local applications onto the pre-
allocated reservation protocol session at the first media
aggregation manager.

2. The method of claim 1, further comprising demulti-
plexing the plurality of application flows at the second
media aggregation manager.

3. The method of claim 1, wherein the reservation pro-
tocol session comprises a Resource Reservation Protocol
(RSVP) session.

4. The method of claim 1, wherein at least one of the
real-time communication sessions comprises a H.323 ses-
sion.

5. The method of claim 1, wherein the reservation pro-
tocol session comprises a Resource Reservation Protocol
(RSVP) session and at least one of the real-time communi-
cations sessions comprises a H.323 session.

6. The method of claim 1, further comprising:

forming an encapsulated packet by appending a tag to a

media packet received at the first media aggregation
manager from a source local application/endpoint of
the one or more source applications, the tag including
information to allow the second media aggregation
manager to determine a destination local application/
endpoint of the one or more destination applications;
and

removing the tag at the second media aggregation man-

ager prior to forwarding the media packet to the des-
tination local application/endpoint.

7. The method of claim 6, wherein the tag includes a
network address associated with the source local applica-
tion/endpoint.

8. The method of claim 6, wherein the tag includes a
network address associated with the destination local appli-
cation/endpoint.

9. The method of claim 6, wherein the tag includes a
packet type indicator that specifies how to further identify a
subprocess within the destination local application/endpoint.

10. The method of claim 1, wherein establishment of at
least one of the real-time communication sessions involves
use of H.323.

11. The method of claim 1, wherein establishment of at
least one of the real-time communication sessions involves
use of Session Initiation Protocol.

12. A method comprising:

establishing an aggregated reservation protocol session

over a path through a network communicatively cou-
pling a first edge device within a first local area network
of an enterprise and a second edge device within a
second local area network of the enterprise based upon
an estimate of the number of individual application
sessions needed for the path during a predetermined
window of time; and

sharing the aggregated reservation protocol session

among a plurality of individual application sessions
between one or more terminals of a first set of terminals
within the first local area network and associated with
the first edge device and one or more terminals of a
second set of terminals within the second local area
network and associated with the second edge device by
appending a tag to media packets associated with
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corresponding application flows for transmission
between the first edge device and the second edge
device, the tagged packets being multiplexed onto the
aggregated reservation protocol session by the first
edge device or the second edge device and demulti-
plexed by the other including the removal of the tags
from the media packets.

13. The method of claim 12, wherein establishment of at
least one of the plurality of individual application sessions
involves use of H.323.

14. The method of claim 12, wherein establishment of at
least one of the plurality of individual application sessions
involves use of Session Initiation Protocol.

15. A method comprising:

pre-allocating an aggregated reservation protocol session

over a path between a first media aggregation manager
and second media aggregation manager of a plurality of
media aggregation managers distributed among a plu-
rality of enterprise locations based upon an estimate of
the bandwidth requirements for individual application
sessions over the path;

sharing the aggregated reservation protocol session

among a plurality of individual application sessions
established between applications running on devices
being fronted by the first and second media aggregation
managers by tagging packets at the source media
aggregation manager of the first or second media
aggregation manager that fronts the source of a par-
ticular transmission, multiplexing the tagged packets
onto the aggregated reservation protocol session, and
demultiplexing the tagged packets at the destination
media aggregation manager of the first or second media
aggregation manager that fronts the destination of the
particular transmissions.

16. The method of claim 15, wherein establishment of at
least one of the individual application sessions involves use
of H.323.

17. The method of claim 15, wherein establishment of at
least one of the individual application sessions involves use
of Session Initiation Protocol.

18. A method comprising:

establishing a Resource Reservation Protocol (RSVP)

session between a first network device and a second
network device that are part of an Internet Protocol (IP)
network;

receiving, at the first network device first a first local

terminal on behalf of which the first network device
acts as a reservation protocol proxy, a request to initiate
a first H.323 session with a first remote terminal
associated with the second network device;

allocating a portion of pre-allocated resources associated

with the RSVP session to the first H.323 session
between the first local terminal and the first remote
terminal;

receiving, at the first network device from a second local

terminal on behalf of which the first network device
acts as a reservation protocol proxy, a request to initiate
a second H.323 session with a second remote terminal
associated with the second network device;

allocating a portion of the pre-allocated resources asso-

ciated with the RSVP session to the second H.323
session between the second local terminal and the
second remote terminal; and

sharing the RSVP session between the first H.323 session

and the second H.323 session by multiplexing voice
packets associated with the first and second H.323
sessions onto the RSVP session.
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19. The method of claim 18, further comprising:

transmitting voice packets from the first local terminal
and first remote terminal by forming an encapsulated
packet at the first network device that includes tag
information to allow the second network device to
determine the voice packets are intended for the first
remote terminal; and

removing the tag information at the second network
device prior to forwarding the voice packets to the first
remote terminal.

20. The method of claim 19, wherein the tag information

includes the IP address of the first local terminal.

21. The method of claim 19, wherein the tag information
includes the IP address of the first remote terminal.

22. The method of claim 19, wherein the tag information
includes a packet type indicator that specifies how to further
identify a subprocess within the first remote terminal.

23. A method comprising:

establishing a Resource Reservation Protocol (RSVP)
session between a first network device and a second
network device that are part of an Internet Protocol (IP)
network;

the first network device operating as a RSVP proxy on
behalf of and presenting itself to a first local terminal
associated with the first network device as the intended
destination of a first call originated by the first local
terminal to a first remote terminal associated with the
second network device by providing logical channel
information of the first network device to the first local
terminal rather than providing logical channel informa-
tion associated with the first remote terminal;

the first network device operating as a RSVP proxy on
behalf of and presenting itself to a second local termi-
nal associated with the first network device as the
intended destination of a second call originated by the
second local terminal to a second remote terminal
associated with the second network device by provid-
ing the logical channel information of the first network
device to the second local terminal rather than provid-
ing logical channel information associated with the
second remote terminal; and

the first network device transmitting voice packets from
the first local terminal to the first remote terminal and
from the second local terminal to the second remote
terminal by multiplexing the voice packets onto the
RSVP session.

24. The method of claim 23, further comprising the first
network device presenting itself as the originator of the first
call to the second network device by providing the logical
channel information of the first network device to the second
network device rather than providing the logical channel
information associated with the first local terminal that truly
originated the first call.

25. The method of claim 23, wherein establishment of the
first call involves use of H.323.

26. The method of claim 23, wherein establishment of the
first call involves use of Session Initiation Protocol.

27. A media aggregation manager system comprising:

a resource manager to establish a reservation protocol
session with one or more other media aggregation
managers prior to establishment of any application
sessions that share resources associated with the reser-
vation protocol and to subsequently allocate and deal-
locate the resources in response to application session
establishment requests and application session termi-
nation requests, respectively;
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an admission control manager coupled to the resource
manager, the admission control manager to provide
admission control for application flows associated with
the application sessions based upon availability of the
resources as indicated by the resource manager;

a media multiplexor coupled to the admission control
manager, the media multiplexor to tag media packets
received from local application/endpoints that are asso-
ciated with admitted application flows and to transmit
the tagged media packets over the reservation protocol
session; and

a media demultiplexor to forward media packets received
from remote application/endpoints to the local appli-
cation/endpoints based upon tags appended by a media
multiplexor of the one or more other media aggregation
managers.

28. A network device comprising:

a storage device having stored therein one or more
routines for establishing and managing an aggregated
reservation protocol session;

a processor coupled to the storage device for executing
the one or more routines to pre-allocate the aggregated
reservation protocol session and thereafter share the
aggregated reservation protocol session among a plu-
rality of individual application sessions, where;

the aggregated reservation protocol session is pre-allo-
cated based upon an estimate of the bandwidth require-
ments to accommodate the plurality of individual appli-
cation sessions,

the plurality of individual application sessions are estab-
lished between a plurality of local application/end-
points and a plurality of remote application/endpoints,

the aggregated reservation protocol session is shared by
multiplexing outbound media packets originated by a
local application/endpoint of the plurality of local
application/endpoints onto the aggregated reservation
protocol session, and demultiplexing inbound media
packets originated by a remote application/endpoint of
the plurality of remote application/endpoints from the
aggregated reservation protocol session.

29. The network device of claim 28, wherein establish-
ment of at least one of the plurality of individual application
sessions involves use of H.323.

30. The network device of claim 28, wherein establish-
ment of at least one of the plurality of individual application
sessions involves use of Session Initiation Protocol.

31. A system for multiplexing individual application
sessions over a pre-allocated reservation protocol session
comprising:

a first edge device coupled to and associated with a first
plurality of terminals, the first edge device including a
multiplexor to provide admission control for applica-
tion sessions involving one or more terminals of the
first plurality of terminal and one or more terminals of
a second plurality of terminals and to multiplex packets
of admitted application flows over the pre-allocated
reservation protocol session; and

a second edge device coupled to and associated with the
second plurality of terminals, the second edge device
including a demultiplexor to forward packets associ-
ated with the admitted application flows to an appro-
priate terminal of the one or more terminals of the
second plurality of terminals.

32. The system of claim 31, wherein establishment of an

application session associated with at least one of the
admitted application flows involves use of H.323.
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33. The system of claim 31, wherein establishment of an
application session associated with at least one of the
admitted application flows involves use of Session Initiation
Protocol.

34. A machine-readable medium having stored thereon
data representing instructions which, when executed by a
processor, cause the processor to perform the steps of:

providing a first media aggregation manager at an edge of

a first local area network on which a first set of
terminals of a first user community of an enterprise
reside, the first set of terminals running a first set of
local applications on behalf of which the first media
aggregation manager is configured to act as a signaling
and control proxy;

providing a second media aggregation manager at an edge

of a second local area network on which a second set
of terminals of a second user community of the enter-
prise reside, the second set of terminals running a
second set of local applications on behalf of which the
second media aggregation manager is configured to act
as a signaling and control proxy;

pre-allocating a reservation protocol session over a path

through an enterprise network between a first network
device associated with a first user community and a
second network device associated with a second user
community the first media aggregation manager and the
second media aggregation manager based upon an
estimated usage of the path for real-time communica-
tion sessions individual application sessions between
the first set of local applications and the second set of
local applications users of the first user community and
the second user community; and

multiplexing a plurality of application flows associated

with real-time communication sessions involving one
or more source applications of the first set of local
applications and one or more destination applications
of the second set of local applications involving one or
more terminals from the first user community and one
or more terminals from the second user community
onto the pre-allocated reservation protocol session at
the first media aggregation manager.

35. The machine-readable medium of claim 34, wherein
the reservation protocol session comprises a Resource Res-
ervation Protocol (RSVP) session.

36. The machine-readable medium of claim 34, wherein
at least one of the one or more individual application
sessions comprises a H.323 session.

37. The machine-readable medium of claim 34, wherein
the reservation protocol session comprises a Resource Res-
ervation Protocol (RSVP) session and at least one of the one
or more individual application sessions comprises a H.323
session.

38. The machine-readable medium of claim 34, wherein
the instructions further cause the processor to:

form an encapsulated packet by appending a tag to a

media packet received at the first network device from
a source local application/endpoint associated with the
first user community, the tag including information to
allow the second network device to determine a desti-
nation local application/endpoint associated with the
second user community; and

remove the tag at the second network device prior to

forwarding the media packet to the destination local
application/endpoint.

39. The machine-readable medium of claim 38, wherein
the tag includes a network address associated with the
source local application/endpoint.
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40. The machine-readable medium of claim 38, wherein
the tag includes a network address associated with the
destination local application/endpoint.

41. The machine-readable medium of claim 38, wherein
the tag includes a packet type indicator that specifies how to
further identify a subprocess within the destination local
application/endpoint.

42. A network device comprising:

one or more storage devices having stored therein one or

more routines for establishing and managing a reser-
vation protocol session between the network device,
acting as a reservation protocol proxy on behalf of a
local set of terminals and another network device,
acting as a reservation protocol proxy on behalf of a
remote set of terminals;

one or more processors coupled to the one or more storage

devices for executing the one or more routines to
allocate the reservation protocol session and thereafter
share the reservation protocol session among a plurality
of individual application sessions involving one or
more terminals in the local set of terminals and one or
more terminals in the remote set of terminals, where:

the plurality of individual application sessions are estab-
lished between one or more local application/endpoints
running on the one or more terminals in the local set of
terminals and one or more remote application/end-
points running on the one or more terminals in the
remote set of terminals, and

the reservation protocol session is shared by multiplexing
outbound media packets originated by the one or more
local application/endpoints onto the reservation proto-
col session, and demultiplexing inbound media packets
originated by the one or more remote application/
endpoints from the reservation protocol session.

43. A method comprising:

establishing a single Resource Reservation Protocol
(RSVP) session for multiple types of real-time com-
munications between a first user community and a
second user community over a path through a network
communicatively coupling the first user community
with the second user community, a first media aggre-
gation manager located geographically proximate to
the first user community serving as a first endpoint for
the single RSVP session and a second media aggrega-
tion manager located geographically proximate to the
second user community serving as a second endpoint
for the single RSVP session, the single RSVP session
being pre-allocated based upon information regarding
estimated usage of network resources for the real-time
communications based upon historical data;

multiplexing a first set of real-time communication flows
associated with individual application sessions involv-
ing one or more source terminals from the first user
community and one or more destination terminals from
the second user community onto the single RSVP
session at the first media aggregation manager;

multiplexing a second set of real-time communication
flows associated with individual application sessions
involving one or more source terminals from the sec-
ond user community and one or more destination
terminals from the first user community onto the single
RSVP session at the second media aggregation man-
ager;

demultiplexing, at the second media aggregation man-
ager, the first set of real-time communication flows and
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directing resulting demultiplexed real-time communi-
cation flows to appropriate terminals in the second user
community; and

demultiplexing, at the first media aggregation manager,
the second set of Teal-time communication flows and
directing resulting demultiplexed real-time communi-
cation flows to appropriate terminals in the first user
community.

44. A method comprising:

providing a first media aggregation manager at an edge of
a first local area network on which a first set of
terminals of an enterprise reside, the first set of termi-
nals running a first set of local applications on behalf of
which the first media aggregation manager is config-
ured to act as a signaling proxy by (i) returning its own
signaling address in response to requests received for
signaling addresses of any terminal of the first set of
terminals, and (ii) substituting its own signaling
address in place of a signaling address provided in a
signaling address response directed to any terminal of
the first set of terminals thereby causing subsequent call
signaling and control signaling to be routed through the
first media aggregation manager,

providing a second media aggregation manager at an edge
of a second local area network on which a second set
of terminals of the enterprise reside, the second media
aggregation manager configure to act as a signaling
proxy by (i) returning its own signaling address in
response to requests received for signaling addresses of
any terminal of the second set of terminals, and (ii)
substituting its own signaling address in place of a
signaling address provided in a signaling address
response directed to any terminal of the second set of
terminals thereby causing subsequent call signaling and
control signaling to be routed through the second media
aggregation manager;

receiving an indication of a predetermined amount of
bandwidth to accommodate an anticipated load offered
by a plurality of applications running on the first set of
terminals and the second set of terminals for real-time
communication among the plurality of applications;

reserving the predetermined portion of available band-
width over a path through an enterprise network com-
municatively coupling the first media aggregation man-
ager and the second media aggregation manager for the
real-time communication as a real-time bandwidth
pool; and

sharing the real-time bandwidth pool among the plurality
of applications by, responsive to reservation protocol
requests issued by terminals of the first set of terminals
and the second set of terminals, the first media aggre-
gation manager and second media aggregation manager
selectively establishing real-time communication ses-
sions associated with the plurality of applications
through the path based upon currently available
resources in the real-time bandwidth pool.

45. A method comprising:

providing a first media aggregation manager at an edge of
a first local area network wherein the first media
aggregation manager is configured to act as a signaling
and control proxy;

providing a second media aggregation manager at an edge
of a second local area network the second media
aggregation manager is configured to act as a signaling
and control proxy;

allocating bandwidth in a reservation protocol session
over a path between the first media aggregation man-
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ager and the second media aggregation manager based
upon an expected usage of the path for real-time
communication sessions between a first set of applica-
tions associated with the first local area network and a
second set of applications associated with the second
local area network; and

multiplexing a plurality of application flows associated

with real-time communication sessions involving one
or more source applications of the first set of local
applications and one or more destination applications
of the second set of local applications onto the reser-
vation protocol session at the first media aggregation
manager.

46. The method of claim 45, wherein allocating band-
width in a reservation protocol session is performed dynami-
cally based on information provided by a centralized entity.

47. The method of claim 45, wherein allocating band-
width in a reservation protocol session comprises pre-
allocating the reservation protocol session based on infor-
mation provided by a centralized entity.

48. The method of claim 45, wherein expected usage is
based on historical information.

49. The method of claim 45, wherein expected usage is
based on an estimate of usage.

50. The method of claim 45, further comprising demul-
tiplexing the plurality of application flows at the second
media aggregation manager.

51. The method of claim 45, wherein the reservation
protocol session comprises a Resource Reservation Protocol
(RSVP) session.

52. The method of claim 45, wherein at least one of the
real-time communication sessions comprises a H.323 ses-
sion.

53. The method of claim 45, wherein the reservation
protocol session comprises a Resource Reservation Protocol
(RSVP) session and at least one of the real-time communi-
cation sessions comprises a H.323 session.

54. The method of claim 45, further comprising:

forming an encapsulated packet by appending a tag to a

media packet received at the first media aggregation
manager from a source local application/endpoint of
the one or more source applications, the tag including
information to allow the second media aggregation
manager to determine a destination local application/
endpoint of the one or more destination applications;
and

removing the tag at the second media aggregation man-

ager prior to forwarding the media packet to the des-
tination local application/endpoint.

55. A method comprising:

allocating bandwidth in a reservation protocol session

over a path between a first media aggregation manager
and a second media aggregation manager based upon
an expected usage of the path for real-time communi-
cation sessions between a first set of applications
associated with a first local area network and a second
set of applications associated with a second local area
network;

multiplexing a plurality of application flows associated

with real-time communication sessions involving one
or more source applications of the first set of applica-
tions and one or more destination applications of the
second set of applications onto the reservation protocol
session at the first media aggregation manager;

the first media aggregation manager encapsulating media

packets associated with the plurality of application
flows by appending tags, the tags including information
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to allow the second media aggregation manager to
determine an appropriate destination application of the
one or more destination applications;

removing the tags from the media packets at the second

media aggregation manager prior to forwarding the
media packets to the appropriate destination applica-
tion.
56. The method of claim 55, wherein said allocating
bandwidth in a reservation protocol session is performed
dynamically based on information provided by a centralized
entity.
57. The method of claim 55, wherein said allocating
bandwidth in a reservation protocol session comprises pre-
allocating the reservation protocol session based on infor-
mation provided by a centralized entity.
58. The method of claim 55, wherein the expected usage
is based on historical information.
59. The method of claim 55, wherein the expected usage
is based on an estimate of projected real-time communica-
tion sessions between the first set of applications and the
second set of applications.
60. The method of claim 55, further comprising demul-
tiplexing the plurality of application flows at the second
media aggregation manager.
61. The method of claim 55, wherein the reservation
protocol session comprises a Resource Reservation Protocol
(RSVP) session.
62. The method of claim 55, wherein at least one of the
real-time communication sessions comprises a H.323 ses-
sion.
63. The method of claim 55, wherein at least one of the
real-time communication sessions comprises a SIP session.
64. The method of claim 55, wherein the reservation
protocol session comprises a Resource Reservation Protocol
(RSVP) session and at least one of the real-time communi-
cation sessions comprises a H.323 session.
65. A method comprising:
providing a first media aggregation manager at an edge of
a first local area network on which a first set of tills runs
a first set of local applications on behalf of which the
first media aggregation manager is configured to act as
a signaling and control proxy;

providing a second media aggregation manager at an edge
of a second local area network on which a second set
of terminals runs a second set of local applications on
behalf of which the second media aggregation manager
is configured to act as a signaling and control proxy;

allocating a reservation protocol session over a path
between the first media aggregation manager and the
second media aggregation manager based upon an
expected, usage of the path for real-time communica-
tion sessions between the first set of local applications
and the second set of local applications;

encapsulating media packets associated with real-time
communication sessions involving one or more source
applications of the first set of local applications and one
or more destination applications of the second set of
local applications, by appending tags to the media
packets; and

multiplexing a plurality of application flows associated

with the real-time communication sessions onto the
reservation protocol session at the first media aggrega-
tion manager.

66. The method of claim 65, wherein said allocating
bandwidth in a reservation protocol session is performed
dynamically based on information provided by a centralized
entity.
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67. The method of claim 65, wherein said allocating
bandwidth in a reservation protocol session comprises pre-
allocating the reservation protocol session based on infor-
mation provided by a centralized entity.

68. The method of claim 65, wherein the expected usage
is based on historical information.

69. The method of claim 65, wherein the expected usage
is based on an estimate of projected real-time communica-
tion sessions between the first set of applications and the
second set of applications.

70. The method of claim 65, further comprising demul-
tiplexing the plurality of application flows at the second
media aggregation manager.

71. The method of claim 65, wherein the reservation
protocol session comprises a Resource Reservation Protocol
(RSVP) session.

72. The method of claim 65, wherein at least one of the
real-time communication sessions comprises a H.323 ses-
sion.

73. The method of claim 65, wherein at least one of the
real-time communication sessions comprises a SIP session.

74. The method of claim 65, wherein the reservation
protocol session comprises a Resource Reservation Protocol
(RSVP) session and at least one of the real-time communi-
cation sessions comprises a H.323 session.

75. The method of claim 65, further comprising removing
the tag at the second media aggregation manager prior to
forwarding the media packet to the destination local appli-
cation/endpoint.

76. A method comprising:

providing a first media aggregation manager at an edge of

a first local area network;

providing a second media aggregation manager at an edge

of a second local area network;

the first media aggregation manager dynamically allocat-

ing a reservation protocol session over a path between
the first media aggregation manager and a second
media aggregation manager based upon an expected
usage of the path for real-time communication sessions
between a first set of terminals fronted by the first
media aggregation manager and a second set of termi-
nals fronted by the second media aggregation manager;
the first media aggregation manager multiplexing a plu-
rality of application flows associated with the real-time
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communication sessions onto the reservation protocol
session by encapsulating media packets of the plurality
of application flows with tags appended to the media
packets;

the second media aggregation manager receiving a mul-

tiplexed signal from the first media aggregation man-
ager comprising information associated with the plu-
rality of application flows;

the second media aggregation manager demultiplexing

the plurality of application flows and removing the tags
prior to forwarding the media packets to destination
applications running on the second set of terminals.

77. The method of claim 76, wherein said allocating
bandwidth in a reservation protocol session is performed
dynamically based on information provided by a centralized
entity.

78. The method of claim 76 wherein said allocating
bandwidth in a reservation protocol session comprises pre-
allocating the reservation protocol session based on infor-
mation provided by a centralized entity.

79. The method of claim 76, wherein the expected usage
is based on historical information.

80. The method of claim 76, wherein the expected usage
is based on an estimate of projected real-time communica-
tion sessions between the first set of applications and the
second set of applications.

81. The method of claim 76, further comprising demul-
tiplexing the plurality of application flows at the second
media aggregation manager.

82. The method of claim 76, wherein the reservation
protocol session comprises a Resource Reservation Protocol
(RSVP) session.

83. The method of claim 76, wherein at least one of the
real-time communication sessions comprises a H.323 ses-
sion.

84. The method of claim 76, wherein at least one of the
real-time communication sessions comprises a SIP session.

85. The method of claim 76, wherein the reservation
protocol session comprises a Resource Reservation Protocol
(RSVP) session and at least one of the real-time communi-
cation sessions comprises a H.323 session.



